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Abstract 

Full quantification of Positron Emission Tomography (PET) requires an arterial input 
function (AIF) for measurement of certain targets, or using particular radiotracers, 
or for the quantification of specific outcome measures. The AIF represents the meas-
urement of radiotracer concentrations in the arterial blood plasma over the course 
of the PET examination. Measurement of the AIF is prone to error as it is a compos-
ite measure created from the combination of multiple measurements of different 
samples with different equipment, each of which can be sources of measurement 
error. Moreover, its measurement requires a high degree of temporal granularity 
for early time points, which necessitates a compromise between quality and quantity 
of recorded samples. For these reasons, it is often desirable to fit models to this data 
in order to improve its quality before using it for quantification of radiotracer binding 
in the tissue. The raw observations of radioactivity in arterial blood and plasma sam-
ples are derived from radioactive decay, which is measured as a number of recorded 
counts. Count data have several specific properties, including the fact that they cannot 
be negative as well as a particular mean-variance relationship. Poisson regression 
is the most principled modelling strategy for working with count data, as it both incor-
porates and exploits these properties. However, no previous studies to our knowledge 
have taken this approach, despite the advantages of greater efficiency and accuracy 
which result from using the appropriate distributional assumptions. Here, we imple-
ment a Poisson regression modelling approach for the AIF as proof-of-concept of its 
application. We applied both parametric and non-parametric models for the input 
function curve. We show that a negative binomial distribution is a more appropriate 
error distribution for handling overdispersion. Furthermore, we extend this approach 
to a hierarchical non-parametric model which is shown to be highly resilient to miss-
ing data. We thus demonstrate that Poisson regression is both feasible and effective 
when applied to AIF data, and propose that this is a promising strategy for modelling 
blood count data for PET in future.
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Introduction
Positron emission tomography (PET) is an in vivo imaging method for measurement of 
the concentration of specific proteins, peptides and biochemical functions. PET imag-
ing involves the injection of a radiotracer into the blood which binds to a target pro-
tein in the tissue, while the emitted radioactivity over time allows its spatial origin to be 
measured using a PET system. The gold standard for the quantification of PET data is to 
measure the radioactivity in the tissue of interest as well as to measure the concentration 
of the parent compound in arterial blood plasma over time, and to fit a compartmental 
model to these data [18]. In this way, the measured arterial plasma samples, called the 
arterial input function (AIF) serves to describe the input to the tissue of interest. This 
is especially important for PET imaging of the brain, for which only the parent com-
pound and not the radioactive metabolites, usually cross the blood-brain-barrier, neces-
sitating the separation of plasma radioactivity into parent and metabolite fractions for 
accurate quantification. Using the AIF for PET quantification is referred to as invasive 
quantification as it requires arterial cannulation of participants, which is not only costly, 
but also uncomfortable. Moreover, these arterial measurements are prone to significant 
error, which can have implications for the fitting of the compartmental models [4, 16]. 
While there exist various methods for non-invasive quantification of PET data, such as 
the use of reference tissues, image-derived input functions, assessment of semi-quanti-
tative outcome measures, among others [9, 39], all of these methods require additional 
assumptions which must be tested, and which cannot be justified for many applications. 
Invasive quantification of PET data, despite its challenges, will most likely remain an 
integral part of PET imaging for the foreseeable future [6].

The major difficulty with determination of the AIF is that it cannot be measured 
directly with the level of temporal granularity that we require to measure its rapid kinet-
ics. However we can measure the radioactivity in arterial blood (whole blood, WB) in 
a large number of samples with relative ease, sometimes aided by the use of an auto-
matic blood sampling system (ABSS), particularly at early stages of the PET examina-
tion, which can sample the blood radioactivity as quickly as every second. However, 
some of the whole blood radioactivity originates from radiotracer molecules which are 
bound to red blood cells and which therefore are not available to enter the tissue. For 
this reason, the blood must be centrifuged to measure the radioactivity concentration 
in the blood plasma. This is typically only performed in a subset of the whole blood 
samples. However, not all of the radioactivity in the blood plasma originates from the 
injected radiotracer compound itself: over the course of the PET examination, the radi-
otracer is metabolised by the liver and/or kidneys, resulting in radioactive metabolites 
in the blood. Using high-performance liquid chromatography (HPLC), we can separate 
the radioactivity in the blood plasma originating from the parent compound and from 
radioactive metabolites. However this is only usually performed in a subset of the arte-
rial plasma measurements: usually between 3 and 10 per PET measurement. It is only 
by combining measurements and interpolating them over time that we can generate an 
AIF with the temporal granularity required for compartmental modelling of PET data. 
We typically do this by dividing the WB curve by the whole-blood-to-plasma ratio (BPR) 
curve to generate a whole plasma radioactivity curve. The whole plasma is then multi-
plied by the plasma parent fraction (PF) to estimate the metabolite-corrected arterial 
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plasma radioactivity, or the AIF. The AIF must then be interpolated for the purposes of 
fitting the compartmental models. The interpolation of these functions is typically per-
formed either using linear interpolation, or by fitting models to these data. Importantly, 
the resulting AIF is subject to the measurement error or fitting error from any one of 
these multiple curves, since the final AIF is made up of all of these measurements in 
combination with one another.

The way that blood data is collected, combined and interpolated differs not only 
between research groups, but also sometimes between analyses within research groups, 
in a fairly ad hoc manner. For instance, some groups make use of ABSS for measur-
ing whole blood radioactivity (e.g. [5]), while others rely only on manual samples (e.g. 
[10]), or even forgo whole blood collection entirely, measuring only plasma radioactiv-
ity (e.g. [24, 28]). Different groups also apply various combinations of corrections to 
the measured samples. For instance, corrections for signal dispersion over time [17] 
can be applied for dispersion in ABSS tubing (external dispersion), as well as through 
blood vasculature (internal dispersion). Similarly, some groups correct for variation in 
the extraction efficiency of parent fraction measurements (e.g. [10]). After collection 
and correction of data, there also exist substantial differences in the approaches taken 
to interpolate these measurements. Models can be fit to the several of these curves, and 
some groups have historically been more or less skeptical of the use of models, and rely-
ing more or less on applying simple linear interpolation. The question of whether or not 
to make use of statistical models for this interpolation involves a bias-variance tradeoff. 
The use of a model results in smoother curves as estimates are informed by the whole 
set of measurements rather than fit to each individual data point independently, how-
ever it is possible that the applied model misses subtle true variation in the function. 
In this way, a model borrows strength across the whole series of samples recorded dur-
ing the PET examination to better understand the value at each time point within the 
series. In our view, measurement error (i.e. variance) typically plays a more detrimental 
role in PET quantification than any potential underfitting (i.e. bias) that would be intro-
duced by models fit to these data. Hence, we are broadly in favour of modelling these 
data, although this position may vary depending on the quality of the data, as well as 
the nature of the function being modelled. However, this position requires that caution 
should be exercised when applying models to these data in order to minimise the role of 
model bias.

For modelling of the AIF in particular, there exist several models in common use, 
including the sum of three exponentials (e.g. [11, 19, 28]), the Feng model [40] and its 
variants [37, 42], compartmental models [13], among others. What all of these models 
share in common is that they are fitted using nonlinear least squares, which implicitly 
makes the assumption of a Gaussian error distribution. One area in which this model-
ling can be improved is by taking the data-generating process into consideration and 
applying more principled statistical modelling and more appropriate error distributions 
by utilising generalised linear and nonlinear models [23]. More specifically, radioactiv-
ity concentrations are measured using a gamma counter, which measures the number 
of gamma photons emitted from the blood/plasma sample: this data is therefore count 
data. The error distribution most appropriate for modelling count data which are non-
negative and never reach a theoretical maximum is the Poisson distribution, which has 
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maximum entropy for data of this type [22]. Poisson regression is a type of generalised 
linear or nonlinear model which was developed over a half century ago, however, to our 
knowledge, no previous studies modelling AIF data have used this approach. By applying 
Poisson regression to count data, using either the Poisson or negative binomial distri-
bution as its error distribution, optimal weighting is achieved automatically owing to 
the particular mean-variance relationships of these distributions. In contrast, models 
employing a Gaussian error distribution are forced to ignore the intrinsic mean/vari-
ance relationship that count data have, and instead devise an ad hoc weighting scheme 
to approximate the differences in error. While a Gaussian error distribution might work 
sufficiently well in some, or perhaps even most cases, it is not statistically principled for 
handling this type of data. While weighting strategies (e.g. [1, 37]) have been developed 
for use with Gaussian models, these are not only difficult to validate, but most impor-
tantly, owing to their unprincipled nature, they are a “Band-Aid solution” that does not 
address the source of the problem. In this way, by virtue of making use of a principled 
statistical modelling strategy, we gain greater efficiency and accuracy for fitting models 
to this type of data because the model automatically handles the error and weighting 
appropriately.

Here, we aimed to implement a Poisson regression modelling approach for applica-
tion to AIF count data. Because of the ad hoc nature of blood modelling more generally, 
and the numerous factors and considerations which can impact the choice of model-
ling strategies, we position this study as a proof-of-concept to demonstrate the poten-
tial for application of statistically principled Poisson regression modelling of of blood 
radioactivity data. We evaluate relevant considerations for resolving issues encountered 
with the model specification, including using different error distributions, transforma-
tions of input variables, and the use of hierarchical models. We begin by demonstrating 
this approach using a simple parametric model for the AIF, and progressively developed 
the model through several evolutions to resolve encountered issues with the model 
specification.

Materials and methods
Terminology

During each PET measurement, there are a series of blood samples taken over time. For 
simplicity, examination will be henceforth used to describe the whole series of samples 
measured while a participant is in the PET system, while sample will be used to describe 
each individual blood sample recorded over the course of the examination.

Model definition

Likelihood function

Poisson regression is commonly used for modelling variation in count data (i.e. 0, 1, 2,...) 
[12, 22]. It is a form of generalised linear and nonlinear models [23] which canonically 
uses the Poisson distribution as its data distribution. To build a generalised linear or 
nonlinear model, a link function is required. The log link is conventional for count data 
as it restricts the expected value (i.e. the rate parameter) to positive values, which is also 
important for the mean-variance relationships of these models as the variance cannot 
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be negative. We have made use of the log link function and the following general model 
definition for all models presented below. The model is hence constructed as follows:

From the data distribution, i represents each recorded sample during the PET exami-
nation, and �i represents the corresponding Poisson rate, i.e. the expected value of the 
outcome yi , which is an estimate of the number of counts. The log link is applied through 
the use of the log-transformation of the rate, log (�i) , in the model definition. f (ti, θ) rep-
resents the model function used to describe the kinetics of the parent compound in the 
arterial plasma depending on unknown parameters, θ , at time, ti . Lastly, because �i refers 
to the rate of events, it must take into consideration differences in exposure ( τi ), e.g. if 
two blood samples are drawn at the same time, and sample A consists of twice as much 
blood as sample B, then we would expect approximately twice as many counts recorded 
for A—yet the rate of counts per unit volume is the same. For this reason, we incorpo-
rate these differences in exposure into the model through the use of the logarithm of the 
exposure, log (τi) , which is called the model offset in the terminology of generalised lin-
ear and nonlinear models [12]. The model offsets are calculated a priori for each sample.

It should be noted that, in contrast to the Gaussian distribution which has mean µ 
and variance σ 2 parameters, the Poisson distribution has only one parameter, the rate 
� . This is because, for a Poisson random variable, the variance is exactly equal to the 
mean. However, this relationship is not always seen in practice for count data. In cases 
for which there is less or more relative variance in the number of measured counts, the 
data are said to be under—or over-dispersed, and the Poisson distribution is not able to 
accommodate this. This can be assessed from visual inspection of Q–Q plots [41], here 
generated using R [32] and the scam [30] and mgcv [44] packages.

For this reason, we also considered the negative-binomial (Eq. (3)) likelihood function, 
which is a useful generalisation of the Poisson distribution that can allow for over- or 
under-dispersion, i.e. when the variance is greater than or less than the Poisson model 
would indicate. When the negative binomial distribution was used, then we exchanged 
Eq. (3) for Eq. (1). Indeed, some texts claim that it is even usually appropriate in Pois-
son regression to include an additional parameter to capture overdispersion [12]. This 
use of the term dispersion is not to be confused with the external or internal disper-
sion of the measured radioactivity signal from its passage through tubing or vasculature 
respectively. To differentiate the two, we have always referred to statistical dispersion 
with over- or under-dispersion; and dispersion of the measured radioactivity signal as 
either internal or external dispersion. While the canonical parameters of the negative 
binomial distribution are the probability (p) and number of successes (k), these can be 
reparameterised to a dispersion parameterisation as an extension of the Poisson family 
as follows:

(1)yi ∼ Poisson(�i) DATA DISTRIBUTION

(2)
log (�i) = f (ti, θ)+ log (τi) NONLINEAR MODEL DEFINITION AND OFFSETS

(3)yi ∼ NegBin(µi,ψ)
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where µ represents the rate, analogous to � for the Poisson distribution, and ψ is an addi-
tional parameter representing the dispersion such that the variance, equal to µ+ ψµ2 , 
where ψ = 0 corresponds to a Poisson distribution [2].

Nonlinear model

We made use of both parametric and non-parametric models. By parametric models, we 
mean that each of the parameters has a specific meaning in the context of the model, and 
that the predicted values can be generated from the model definition and the parameters 
themselves. By non-parametric models, we mean that parameters do not have any spe-
cific meaning in and of themselves, but only as a function of the basis functions gen-
erated [7, 14]. Hence, the generation of model predictions from nonparametric models 
requires the choice of basis functions as well as the corresponding estimated coefficients.

For the parametric model, we used a sum of three decreasing exponentials model as 
follows:

in which parameters A1−3 and γ1−3 must be estimated.
For non-parametric models, we made use of GAMs (generalised additive models) 

considering both general and shape-constrained basis functions. For shape-constrained 
functions, we used monotonically decreasing B-spline basis functions [31], and for basis 
functions without shape constraints, we used thin-plate basis functions [43]. Smooth-
ing penalties were estimated using restricted maximum likelihood (REML), which has 
been shown to be less susceptible to undersmoothing compared to generalised cross-
validation [33, 44, 45].

The choice of the basis dimension for smoothing terms is a modelling choice made as 
part of the model-building process when using penalised regression spline models [45]. 
In theory, it is not possible to select the basis dimension which is optimal, as this would 
require that we know the “true” smoothness of what is being estimated. In practice, set-
ting the basis dimension sets an upper limit on the flexibility of a smoothing term, and 
the actual flexibility of that term is determined by the smoothing parameters. It is hence 
most important that the basis dimension is not set too low as to be excessively restric-
tive, but selection of a basis dimension which is not too high can also help to guard 
against overfitting without relying too heavily on suitable estimation of the smoothing 
parameters. A fuller discussion of these considerations, and the various diagnostics that 
can be used to guide appropriate selection, can be found in [45].

Offsets

In conventional estimation of the AIF, measured counts must first be converted to 
radioactivity concentrations, and then corrected in a series of steps finally to derive the 
arterial plasma parent radioactivity curve which constitutes the AIF, which can then be 
modelled. For the Poisson model, these correction factors are not applied directly to 
the measured data prior to modelling, but rather incorporated into the model itself as a 
series of offsets.

(4)f (ti, θ) =

3

k=1

Ake
−γk ti
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Importantly, the particular corrections and adjustments applied differ between 
research groups and data sets based on which data and parameters are recorded, the 
equipment used, and which are deemed necessary. As such, the particular corrections 
implemented here as offsets are not meant to represent an exhaustive list, and can 
be expanded or contracted depending on the particular dataset and application. For 
instance, we have performed external dispersion correction of ABSS samples (to cor-
rect for dispersion through tubing), but many groups consider this step unnecessary; 
and we have not performed internal dispersion correction (to correct for dispersion 
through vasculature) [17] or correction for extraction efficiency of the HPLC (e.g. 
[10]). The goal of this paper is to demonstrate the application of Poisson regression to 
AIF data as a proof of concept, and so we have made the decision to make use of the 
same corrections as the research group from which the data originated.

For all fitted models, we made use of the same combination of variables, described 
below in the rest of this section, to account for differences in exposure between sam-
ples. Offset variables were either directly measured, indirectly calculated, or esti-
mated (see below). The total offset for each sample, log (τi) , was defined as the sum of 
natural logarithms of all of the M offset variables, i.e.

Directly measured offset variables include measurement duration in the gamma counter 
and sample volume. Indirectly calculated offset variables include radioactive decay rela-
tive to injection time, a volume calibration, and an external dispersion correction factor. 
Radioactive decay was calculated using the half-life of the radioisotope, in this case car-
bon-11. Volume calibration has historically been performed for the manual discrete data 
originating from this PET centre using a previously measured calibration function for 
the gamma counter to account for a very small deviation from linearity in its measured 
counts: eρ·vol , where ρ represents the calibration factor. External dispersion correction 
is applied for blood samples collected using the ABSS to correct for the dispersion over 
time of the measured signal owing to the sticking effect as the blood travels through the 
tubing. Here, dispersion correction was applied a priori to ABSS blood radioactivity val-
ues to estimate an external-dispersion-corrected blood radioactivity value for each ABSS 
sample using equations (5) and (6) from [25] implemented in kinfitr [21, 36]:

where κ represents the previously estimated dispersion constant of the system, and C true 
and Cmeas represent the true and measured blood radioactivity concentrations respec-
tively. This equation is solved for C true (t) by interpolating (5) over a uniform grid with 
spacing �t and estimating C true (t) as follows:

For the purpose of incorporating external dispersion correction into the model as 
a multiplicative offset, we calculated a dispersion-correction factor by dividing the 

log (τi) = log (τ1,i)+ log (τ2,i)+ · · · + log (τM,i).

(5)
∫ t

0
C true (T )dT = κCmeas (t)+

∫ t

0
Cmeas (T )dT

(6)C true (t) =

∫ t+�t
0 C true (T )dT −

∫ t−�t
0 C true (T )dT

2�t
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dispersion-corrected radioactivity values by the uncorrected values. For all manual sam-
ples collected after 10 min, the dispersion factor was set to 1, i.e. no correction, as these 
samples did not travel through the tubing.

Lastly, modelled offset variables included the BPR and the parent fraction. BPR 
is used to estimate the plasma radioactivity for samples in which only the whole-
blood radioactivity was measured (such as the ABSS samples). For the BPR, using all 
manual samples for which both whole-blood and plasma radioactivity were meas-
ured, we fit a thin-plate regression spline with a basis dimension of 10 to the ratio of 
whole-blood to plasma radioactivity for each examination using mgcv [44]. For the 
offset, model estimates were estimated for all time points in which only whole-blood 
radioactivity was measured, and the BPR was set to 1 for all plasma samples. Simi-
larly, for the plasma parent fraction, we fit a sigmoid function as described in [15], 
which has previously been validated for the modelling of [11C]PBR28 parent fraction 
data [26], to all parent fraction samples for each PET examination, and estimated 
parent fraction values for each time point.

Subjects and data

As a case of study, we considered here the [11C]PBR28 data first reported by [5], 
which describes the full measurement and acquisition protocols. We used a subset of 
10 individuals for whom the original whole blood and plasma count data were avail-
able. For each participant, arterial whole blood was sampled each second for 10 min 
using an ABSS (Allogg, Mariefred, Sweden). Background radioactivity, measured as 
the mean number of counts in the whole blood radioactivity measurements prior to 
the rapid ascent for each participant, was subtracted from these measurements by 
calculating the mean number of counts recorded per second in the samples recorded 
prior to injection, and subtracting this number from the counts recorded each sec-
ond after injection. In parallel, manual arterial blood samples of 1–3 mL were drawn 
at 1, 3, 5, 7, 9, 10.5, 20, 30, 40, 50, 60, 70, 80 and 90 min post radiotracer injection. 
Manual samples collected before 10 min were drawn from the end of the tubing of 
the ABSS system, while samples recorded after 10 min were drawn directly from the 
arterial cannula without travelling through the tubing. Radioactivity was measured 
in each sample, followed by centrifugation to obtain between 0.8 and 1.5 mL of arte-
rial plasma, in which radioactivity was also measured. Plasma parent fraction was 
measured at 1, 3, 5, 10.5, 20, 40, 60 and 90 min after injection.

We fit all Poisson regression models described below to the samples following 
the peak, i.e. the descent of the curve. This constitutes the majority of the meas-
ured curve, and the parametric tri-exponential AIF model is often applied to only 
this section of the curve with either linear interpolation (e.g. [11, 19]) or a linear 
model (e.g. [24, 28]) applied to the short ascending phase. It should be mentioned 
that there are are other parametric AIF models which can fit the whole curve though 
[37, 40, 42]. By focusing on the descending part of the AIF, we also avoid having to 
accommodate the discontinuity in our smooth spline nonparametric models, as the 
focus of this manuscript is on demonstrating the use of Poisson regression for AIF 
modelling.
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Software

All modelling was performed using R [32], using the gnm [38] package for parametric 
modelling, the scam [30] package for shape-constrained GAMs, and mgcv [44] for 
GAMs without shape constraints. All data and R code are provided in an open reposi-
tory: https://​github.​com/​77lin​er/​Model​AIF.

Results
Parametric nonlinear Poisson regression

We started by applying a common parametric model, a sum of three decreasing expo-
nentials (Eq. 4), using nonlinear Poisson regression. We derived starting parameters 
using the curve-stripping technique [20]. From visual inspection, this model exhib-
ited a reasonably good fit to the data (Additional file 1: Supplementary Materials S1), 
although the model was prone to bias towards the end of the curve with predicted 
values lower than the final measured values for every fitted examination. This sug-
gests that the tri-exponential model is likely underfitting the data, resulting in bias 
at later time points in this dataset. For this reason, we did not pursue this particular 
parametric model further.

Non‑parametric poisson regression

In order to define a more generalisable model with greater flexibility, we applied a 
non-parametric model. Because AIF data following the peak is expected to decrease 
throughout the descent, we applied a shape-constrained additive model with 15 
knots, using a Poisson likelihood function. We observed a small degree of bias in the 
ABSS samples relative to the manual samples, in that the ABSS samples tended to 
be slightly higher than the manual samples over the same times. For this reason, we 
included an additional fixed effect describing an indicator term for whether data were 
collected using the ABSS system (as opposed to manually). This resulted in good fits 
to the data from visual inspection.

Despite the correspondence between the model predictions and the data, the resid-
ual Q–Q plots for the error distribution indicated clear overdispersion (Additional 
file  1: Supplementary Materials S2), implying that the Poisson likelihood function 
does not adequately describe the variance of the data. This means that the model will 
be excessively influenced by extreme values.

Negative‑binomial error distributions

In order to address the issue of overdispersion, we used a negative binomial likelihood 
function, i.e. exchanging Eq. (3) for Eq. (1).. This distribution is not available in the scam 
[30] package, so we used the mgcv [44] package instead. This package does not allow the 
use of shape constraints of the basis functions, so we instead applied an unconstrained 
thin-plate spline with a basis dimension of 15 [43]. With the same model definition oth-
erwise, there was a tendency of the model to be excessively flexible, exhibiting clear 
non-monotonicity during the descent owing to the lack of shape constraints (Additional 
file 1: Supplementary Materials S3). This issue was not resolved either by increasing the 
smoothness penalty or by changing the number of basis functions.

https://github.com/77liner/ModelAIF
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We resolved this issue by log-transforming the time variable, i.e. 
log (�i) = f (log (ti), θ)+ log (τi) . This results in a more even distribution of the col-
lected data over time and, importantly, of the curvature of the function. In other 
words, the log-transformation results in expansion of the early time points with a 
higher second derivative and more samples, and contraction of the later time points 
with a lower second derivative and fewer samples. This serves to allow a more optimal 
spacing of the basis functions across the data, resulting in visually excellent fits with-
out excessive flexibility (Fig. 1), and satisfactory Q–Q residual plots (all fits and Q–Q 
plots shown in Additional file 1: Supplementary Materials S4).

Examining difference in Akaike Information Criterion (AIC) scores for each fitted 
curve, as well as the mean difference in AIC scores, this was the preferred model. Com-
pared to the model without the log-transformation of the time variable (mean �AIC = 
−222 , range: −77 to −364 ); compared to the non-parametric Poisson model (mean �
AIC = −11167 , range: −2302 to −26575 ); and compared to the parametric Poisson 
model (mean �AIC = −5035 , range: −935 to −12106).

Hierarchical non‑parametric modelling

Owing to the lack of shape constraints and the ability of the negative-binomial error 
distribution to tolerate more extreme values than the Poisson, it is possible that such a 

Fig. 1  Non-parametric fits to the data for fit independently to data from four representative examinations. 
The large black points represent the manual discrete data, the small grey points represent the continuous 
automatic data. The solid red line represents the fitted curve, the shaded region represents the 95% credible 
interval around the fitted line, and the dashed red line represents the predictions for the continuous sampler 
after accounting for the estimated bias relative to the manual samples
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model could overfit a curve owing to a small number of inaccurate samples. Hierarchical 
models are ideally suited to this issue as they borrow strength across individuals to yield 
better fits to each individual curve, providing an additional guard against overfitting. We 
hence applied a hierarchical GAM (HGAM) [29] to model data from all examinations 
at once. To this end, we defined fixed intercept differences for each of the 10 exami-
nations, as well as for the interaction of the examination × ABSS indicator function to 
account for differences in the difference between manual and ABSS samples between 
examinations. For smooth functions, we defined a global mean smooth curve over the 
natural logarithm of time using a thin-plate spline basis with a basis dimension of 20, 
as well as a factor-smoother interaction term with thin-plate basis of dimension 5 for 
each examination. The latter are subject-specific smooth deviations away from the global 
mean smooth function which are penalised towards zero [29]. This resulted in good fits 
to the data and an acceptable residual Q-Q plot (Additional file 1: Supplementary Mate-
rials S5).

Hierarchical modelling with incomplete data

A common problem in blood measurement is that of incomplete data owing to equip-
ment malfunction or human errors. Through borrowing strength across all examina-
tions, hierarchical models are especially helpful in these circumstances. To simulate 
an extreme example of incomplete data, we used a pseudo-leave-one-out approach, in 
which for each examination we modelled all of the data as if all but two manual samples 
from that particular examination were missing, while all the other 9 examinations had 
complete data. In this way, the HGAM model infers the shape of the mean AIF as well as 
the smoothness of the deviations from the remainder of the sample, and can thereby uti-
lise the two non-missing samples from the incomplete examination most efficiently. We 
tested the model by leaving out all but the first and last samples, the first two samples, or 
the last two samples.

In Fig. 2, we report the results for the same four examinations shown in Fig. 1, when 
either the first and last, or the first two blood samples are retained from the incomplete 
PET examination (all fits, as well as fits when only the last two samples are retained, are 
shown in Additional file 1: Supplementary Materials S6). In all cases, the model can infer 
the correct shape of the individual AIF function with reasonably high accuracy despite 
the extreme paucity of data from the specific examination itself.

Discussion
In this study, we sought to model the AIF using Poisson regression applied to the raw 
count data in order to exploit the properties of the data-generating process and more 
accurately represent the error distribution. This principled approach ought to serve 
as a replacement for the use of nonlinear least squares with various ad hoc weighting 
schemes to fit these models. In this dataset, we show that Poisson regression can be suc-
cessfully applied to model the data, that these models produce visually excellent fits to 
the data when applied at the individual level, with good residual distributions, and can 
also be extended to take account of similarities between examinations using a hierarchi-
cal modelling approach.
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While the Poisson distribution provides the optimal likelihood function for count 
data under ideal conditions, this is not always true of real experimental data. We 
found that the Poisson distribution itself is insufficiently capable of describing the 
error distribution of the observed data owing to overdispersion. This additional vari-
ance in the recorded data may arise primarily as a result of experimental error, human 
error, or error in one or more of the offset variables, e.g. the modelled parent frac-
tion curve. In fact, one previous study found that PET imaging data itself also showed 
overdispersion relative to the Poisson distribution [34]. Regardless of its cause, this 
additional variance can be effectively accounted for by the use of the negative bino-
mial distribution which we found to be more consistent with the empirical error 
distribution.

Another issue of experimental data not corresponding with theoretical expectations 
is the mismatch between the radioactivity measured in manual samples and those 
from the ABSS. This could potentially have been caused by, for instance, the ABSS 
having been placed too close to the research participants. To this end, we incorpo-
rated a correction factor as an additional estimated parameter since we consider the 
manual samples to be the gold standard. This correction factor applies a uniform pro-
portional difference between the manual and automatic samples for each PET meas-
urement. Although it originally appeared as if the difference between measurement 
types was expanding with time, plotting the two curves with a log-transformed x-axis 
reveals that the difference is reasonably consistent over time, and that a proportional 
correction factor is justified (Additional file 1: Supplementary Materials S7).

For non-parametric models, we found that logarithmic scaling of time improved 
performance. This serves to more evenly spread out the rate of change in the slope 
of the rescaled function, since AIF curves typically descend much more rapidly fol-
lowing the peak and much less rapidly towards the end of the examination. For this 

Fig. 2  Hierarchical models leverage the rest of the sample to borrow strength, gaining resilience to missing 
data or outliers. The dotted black lines represent the negative binomial model shown in Fig. 1 fitted to all data 
points, while the red line represents the predictions of the hierarchical model fitted to the only two black 
data points from the specified examination alongside the rest of the sample: the first and last discrete data 
points (above), or the first two discrete data points (below) for four representative examinations. The grey 
points reflect the missing discrete data over which the model is extrapolating
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reason, in practice we tend to collect more samples towards the start of the examina-
tion, and fewer towards the end. Although shape-constrained basis functions were 
able to still produce good fits to the data without this scaling, the fact that we could 
attain similar performance with a more flexible function is desirable for the modelling 
of other, more complex, AIFs such as for [11C]DASB, in which trapping and release of 
the tracer from the lung [27] can result in non-monotonic shapes after the peak.

We also demonstrated the use of hierarchical non-parametric models across multi-
ple examinations [29]. To this end, we modelled a global mean curve, with regularised 
deviations from this function for each individual examination. These models therefore 
tend to be more robust owing to their ability to exploit similarities between individuals 
to describe the individual functions in a more constrained manner. Another advantage 
of these hierarchical models is that they can more effectively account for missing data 
by exploiting similarities between the measured curves. This is a common issue in PET 
examinations, as, for instance, blood samples could be physically dropped before meas-
urement in the gamma counter, or a piece of equipment could fail during a period of the 
PET examination. We demonstrated the application of this using an extreme example 
in which only two samples are collected for one examination, showing reasonably good 
performance, especially considering for such a case, the model is simply not identifiable 
for either parametric nor non-parametric approaches applied at the individual level.

Because we require the time course of the AIF for pharmacokinetic modelling of PET 
data as opposed to estimating the specific underlying parameters, it is also possible to 
simply use the measurements themselves without fitting any model at all to the AIF data, 
or even to the series of measurements of which the AIF is comprised. Modelling of this 
data is therefore optional. A model might miss subtle, but true variation in the data, 
while the raw measurements themselves will include both the true variation, but also 
that which is caused by measurement error. Models fit to the data from each PET exam-
ination therefore borrow strength across the whole series of samples to improve esti-
mation at each time point. However, even models can mistake measurement error for 
true variation, although to a lesser extent than the raw values. Hierarchical models are 
defined in such a way that commonalities between measured curves are identified by the 
model, and so these models should theoretically be better able to separate true variance 
from that cause by measurement error. In this way, these models can borrow strength 
not only between samples within examinations, but also between different examinations. 
However, this implies that if significant fluctuations in tracer availability at the individual 
level which are unique to that individual are expected, then hierarchical models might 
not be the best choice. Similarly, if significant true fluctuations in tracer availability at 
the second-to-second level are expected within measurements, which are important to 
be preserved, then fitting a model to this data at all is perhaps not to be recommended. 
However, we would propose that the application of principled models generally, and 
hierarchical models when possible, is desirable in most circumstances.

Our particular implementation of this model is limited in several respects. By account-
ing for modelled quantities such as parent fraction and BPR using offsets, we make the 
assumption within our model that these quantities are known, when in reality they are 
estimates. A more appropriate, but correspondingly more complex model would jointly 
fit all of these quantities, allowing the error in each to be propagated to one another. 
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Similarly, accounting for external, or both external and internal, dispersion correction 
as an offset is also less than ideal: a better, though more complex, strategy would apply 
dispersion of the modelled “true” curve within the model to match the measured data, 
rather than an a priori dispersion correction of the measured data.

The model as demonstrated in this paper serves as a proof-of-concept for the appli-
cation of Poisson regression to AIF data, and an exposition of some of the challenges 
encountered with this strategy and how they were overcome. The extent to which 
this approach improves modelling performance will primarily have to do with differ-
ent sampling protocols and the amount of noise in any given dataset, but also which 
models are actually applied, as well as the tracer to which they are applied. In other 
words, this approach might provide only negligible benefits in some datasets, but large 
improvements in others. For instance, in this study there were continuous blood sam-
ples recorded in the first 10 min followed by manual samples collected throughout the 
remainder of the examination. This is only one of many potential sampling protocols 
which are in common practice in different PET centres: manual-throughout or continu-
ous-throughout sampling protocols are also common alternatives. The collection of only 
manual samples would have resulted in a more temporally sparse sampling of the AIF 
but with higher accuracy of each individual point: this makes greater demands of a mod-
el’s ability to interpolate the appropriate function. In contrast, collection of only con-
tinuous samples throughout the examination would have resulted in a more temporally 
dense sampling of the AIF but with less accurate individual measurements, particularly 
after external dispersion correction: this therefore places greater demands on a model’s 
ability to handle noisier input data. Equipment may also be an important consideration 
for the quality of collected data as recently shown in [35]; as well as the number of staff 
available, and their individual level of experience and expertise for making these record-
ings, particularly in an academic setting; as well as a function of the radioligand being 
examined. Blood data will therefore differ between studies both within and between 
research centres, as a function of a host of factors. Although we would recommend prin-
cipled statistical modelling generally as these models are more efficient, and should be 
more robust to extreme values, it would also be valuable for future studies to investigate 
the data properties which benefit most from the application of a principled modelling 
strategy.

In this paper, we focused on modelling the AIF descent following the peak. While 
there do exist parametric models which include both the ascent and descent (e.g. [8]), 
this can present some issues for non-parametric methods making use of smooth splines, 
since there is a very rapid change in the first derivative at the peak. While there are ways 
to handle this through either data transformations or careful knot placement, the per-
formance of various approaches for handling this discontinuity should be evaluated in 
future studies. With regard to applying parametric models using this approach, we found 
that the negative binomial error distribution was most appropriate for this type of data. 
However, while this functionality exists for generalised linear models, there are to our 
knowledge no existing packages within the R [32] ecosystem which provide support for 
the negative binomial distribution for generalised nonlinear models. While this could 
be achieved using Bayesian modelling using STAN [3] for example, there is a need for a 
frequentist implementation of this approach.
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PET and SPECT imaging are both fundamentally based upon measurement of radio-
activity, which is originally recorded as counts. Here, we presented Poisson regression 
for application to modelling AIF data, however this is by no means the only applica-
tion within the field where this approach might be applied, and there are a host of other 
potential applications for a principled modelling strategy. For instance, Poisson regres-
sion might be applied for the pharmacokinetic modelling of time-activity curves derived 
from the PET system directly. Another promising potential application of Poisson 
regression is for modelling parent and metabolite counts in HPLC data for analysis of 
radiotracer metabolism, especially considering the sparsity of the sampling of the parent 
fraction as well as the amount of noise towards the end of the measurement.

Conclusions
In conclusion, by modelling count data using the appropriate modelling techniques, 
there is no need to devise ad hoc weighting schemes for models applying assumptions 
of normality of residuals. We show how we applied both parametric and non-parametric 
models, and how these could even be extended to hierarchical non-parametric mod-
els which are highly resilient in the presence of missing data. We propose that this is a 
promising modelling strategy going forward for modelling AIF data.
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