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Background
Existing Monte Carlo (MC) programs, e.g., GATE [1], accurately simulate 
PET scanner performance, but are slow. Because total-body (TB) PET 
systems with long axial fields-of-view have many lines-of-response, 
there is a need for fast MC programs that model relevant aspects of 
PET imaging for optimizing data acquisition and/or estimating scat-
ter and spurious coincidences. We developed a fast MC (fMC) that 
combines algorithms described earlier for PET [2] and SPECT [3] and 
includes variance reduction to increase the detected photons per 
unit time. We evaluate here the accuracy of fMC and its utility for opti-
mizing PET acquisitions by comparing noise-equivalent count rates 
(NECR) for different coincidence-sorting policies, axial coverage, and 
energy discriminator settings.
Methods
The combination of weighted forced decay, forced Compton patient 
scatter, forced detection, and “Delta scattering” [2] during pho-
ton propagation yields accurate and fast simulations. The PennPET 
Explorer [4] system was modelled, with varying axial length (# rings) 
for an extended (140-cm) NEMA image quality phantom containing 
positron + gamma emitters, i.e., 82Rb and 89Zr. 176Lu detector back-
ground was also simulated. Count rates and NECR values obtained 
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using multi-window (MW) and single-window (SW) coincidence sort-
ing [5] were compared for 82Rb, and fMC was used to optimize the 
upper-level discriminator (ULD) for 89Zr.
Results
Variance-reduction increased detected coincidences by ~ 3.8 × for 
82Rb, providing ~ 3 times more coincidences per unit time than simu-
lation without variance-reduction. With MW, simulated random rates 
agreed well with singles-based randoms, and NECR obtained with MW 
exceeded that from SW at all activity levels, increasing as expected 
with axial length of the scanner. fMC studies indicate a ULD of 585 keV 
is optimal for 89Zr imaging.
Conclusions
fMC simulation is efficient and accurate for optimizing current TB-PET 
and designing next-generation TB-PET. Future work will evaluate its 
performance in estimating scatter and spurious-gamma coincidences 
for several tracers.
The figures below illustrate just three of many possible uses of fMC for 
PET system evaluations and optimizations.

Fig. 1  Coincidence policy evaluation shows superior performance 
using the multi-window (MW) coincidence policy.
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Fig. 2  System-design study of increase in NECR with increasing axial 
detector coverage for 82Rb imaging.

Fig. 3  Energy window optimization of NECR for 89Zr imaging shows 
that a ULD setting near 585 keV is optimal.
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Background
Long axial field-of-view PET scanners provide excellent geometric 
coverage and offer much better detection sensitivity. However, the 

concern is that these are more expensive. In this study, we introduce 
novel lutetium-oxide (Lu2O3) based ceramic scintillators to address this 
concern.
Materials and methods
Lu2O3 has extremely high density (9.4 g/cm3 vs. 7.4 g/cm3 for LSO) and 
its attenuation length at 511 keV (0.93 cm vs. 1.2 cm) is superior to any 
other scintillator used in PET scanners to date. Due to the high stop-
ping power, the thickness can be significantly reduced with no loss of 
detection efficiency compared to L(Y)SO. The reduction in thickness 
will also improve energy and timing performance and reduce cost and 
depth-of-interaction effect. Importantly, these new scintillators have a 
cubic crystal structure that allows fabrication using ceramic process-
ing in place of conventional single crystal growth, with the potential 
for a significant reduction in manufacturing cost compared with L(Y)
SO. We have fabricated and evaluated several Lu2O3-based scintillators 
with different combinations of ytterbium (Yb3+) or lanthanum (La3+) 
dopants. To estimate the detection efficiency changes with the thick-
ness, simulation was performed.
Results
Our simulation showed that 15-mm Lu2O3 can achieve detection 
efficiency equivalent to 20-mm LSO. As for the scintillation proper-
ties, when doped only with Yb it has an exceptionally fast decay time 
(~ 1.7  ns), however its light yield is low (< 1500 ph/MeV). We have 
observed that double doping with Yb and La substantially increases 
the light yield (up to 20,000 ph/MeV) by introducing a slower compo-
nent (Fig. 1). A good coincidence timing resolution of sub-200 ps from 
early 2-mm-thick samples was achieved.
Conclusions
The properties and evaluation of the new scintillators appear prom-
ising for PET applications, including total-body PET. By tuning co-
dopant concentrations, we can optimize brightness or pulse shape as 
desired, depending on the ultimate application needs.

Fig. 1  Scintillation time profiles of Lu2O3:Yb samples (left) and differ-
ent Lu2O3:Yb,La samples (right).
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Background
Despite its very high sensitivity [1] high TB-PET throughput is limited 
by patient handling and shortage of personnel. Monoliths (LYSO and 
BGO) are valid alternative to pixelated detectors as they have a much 
better spatial resolution (1–1.5  mm), 6-layer DOI and CTR between 
150 and 300 ps [2,3]. Therefore, they can be placed closer with a gain 
in both sensitivity and spatial resolution (reduced acolinearity). We 
design a novel monolithic low cost flat panel TB-PET system with 
patients in upright position (Fig. 1).
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Methods
Patient width (PW), top head to start of legs and depth from front of 
the patient to bed (measured from 40 random PET-CT patients) deter-
mined flat panel size. Sensitivity and detector surface is compared to 
Siemens Quadra [4]. In a next phase system simulations and extensive 
mock-up scanner patient test will be performed to determine scatter, 
motion and feasible patient-throughput.
Results
The average/max width/height/depth of the 40 patients was 52/65, 
85/95 and 32/38  cm. This justifies a design of 70  cm wide, 105  cm 
high and 50 cm gap. The number of detectors (same FOV) is 1.9 × less 
than in a Siemens Quadra for similar sensitivity. Spatial resolution will 
be less than 2  mm over the whole FOV (reduced acollinearity from 
80 to 50  cm). The estimated component cost for 12  mm thick mono-
lithic BGO/6 mm SiPM/readout is only 1.3 MEuro. DL will be applied on 
images from 50% sparse BGO detectors to reduce system cost to that 
of a standard PET scanner. Scatter and attenuation correction can be 
applied (without CT) to non-attenuation corrected reconstructed using 
DL [5]. This enables fast, low dose imaging and frequent screening. Per-
sonnel costs can be reduced by letting patient start the acquisition via 
simple touch buttons. The footprint of the scanner is about 1m2.

Fig. 1  Design of the flat panel walk-through TB-PET.
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Background
CD8+ T cells are key players in immune response. Following viral infec-
tion or vaccination, a small portion of antigen-specific T cells differenti-
ate into memory cells, forming a long-term protective memory against 
reinfection. However, in  vivo information about COVID-19-specific 
T cell immunity is limited, since 95% of T cells are not in the circula-
tion and tissue sampling has been minimal[1,2]. This pilot study aims to 
provide an in vivo measure of tissue distribution of CD8+ T cells after 
COVID-19 infection, using total-body imaging of a labeled minibody 
with high affinity to human CD8.
Materials and methods
5 COVID-19-recovered patients and 3 healthy controls were studied 
(Table  1). Subjects received ~ 0.5  mCi of 89Zr-Df-Crefmirlimab-Ber-
doxam[3,4] and had 60-min total-body PET/CT scans at 6-h and 48-h 
post-injection. Control subjects and 3 COVID-19 patients had an 
additional 90-min dynamic scan. Scans of 3 COVID-19 patients were 
repeated after 4 months. Volume-of-interest were drawn on spleen, 
liver, lungs, bone marrow, lymph nodes, tonsils, and blood-pool. 
Two-tissue compartmental modelling was performed on the 

dynamic data to derive Ki =
K1k3
k2+k3

 and VT =
K1

k2
1+

k3
k4

.
Results
In all subjects, activity decrease in bone marrow and spleen 
between 6 and 48 h was observed with parallel activity increase in 
lymph nodes and tonsils, suggesting cell-trafficking (Fig. 1). Tissue-
to-plasma ratio (0‒7 h), Ki , and VT  were higher in bone marrow of 
the COVID-19 patients than controls and were the highest in one 
COVID-19 patient, infected twice with the virus (Fig. 2).
Conclusions
Total-body imaging of CD8 + T cells with sub-millicurie levels of 
89Zr-labeled tracer resulted in the ability to quantify rates of uptake 
and concentrations of the tracer in lymphoid tissues throughout the 
body, along with T cell migration over a 48-h period. Current data 
suggest that the bone marrow T-cell pool in COVID-19-recovered 
patients is larger or has increased CD8 expression compared to 
controls.

Table 1  Demographics of the 8 subjects scanned on the uEXPLORER 
total-body PET scanner.

Subject 
num‑
ber

Study group Sex Age BMI Scans Vaccination and 
diagnosis times

1 COVID-19 F 51 38 6 h, 48 h 
(4-month 
follow up 
completed)

Infected with 
COVID-19 before 
vaccination. First 
PET scan was 
11 days after the 
first vaccina‑
tion dose and 
7 weeks after 
the first positive 
PCR test

https://doi.org/10.1088/1361-6560
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Subject 
num‑
ber

Study group Sex Age BMI Scans Vaccination and 
diagnosis times

2 COVID-19 F 29 29 Dynamic 
(90 min), 
6 h, 48 h 
(4-month 
follow up 
completed)

Infected with 
COVID-19 
13 days after the 
first vaccination 
dose. Tested 
positive again 
3 months after 
first diagnosis. 
First PET scan 
was 4 months 
after the second 
vaccine dose 
and 7 weeks 
after the second 
positive PCR test

3 COVID-19 F 46 43 6 h, 48 h 
(4-month 
follow up 
completed)

Infected with 
COVID-19 
3.5 months after 
the second vac‑
cination dose. 
First PET scan 
was 4.5 months 
after the second 
vaccination 
dose and 
8 weeks after 
the first positive 
PCR test

4 Control M 25 21 Dynamic 
(90 min), 
6 h, 48 h

First PET scan was 
6 months after 
the second vac‑
cination dose

5 Control M 49 25 Dynamic 
(65 min), 
6 h, 48 h

First PET scan was 
6 months after 
the second vac‑
cination dose

6 Control F 59 31 Dynamic 
(90 min), 
6 h, 48 h

Not vaccinated

7 COVID-19 F 27 35 Dynamic 
(90 min), 
6 h, 48 h

Infected with 
COVID-19 
3 months after 
the booster vac‑
cination dose. 
First PET scan 
was 4.5 months 
after the second 
vaccination 
dose and 
6 weeks after 
the first positive 
PCR test

8 COVID-19 F 34 20 Dynamic 
(90 min), 
6 h, 48 h

Infected with 
COVID-19 
8 months after 
the second vac‑
cination dose. 
First PET scan 
was 9.5 months 
after the second 
vaccination 
dose and 
5.5 weeks after 
the first positive 
PCR test

Fig. 1  A, B Example SUV maximum intensity projections of A a recov-
ered COVID-19 patient, compared to (B) a healthy subject scanned on 
the uEXPLORER at three timepoints. C Percentage changes of uptake in 
organs of interest during 6‒48 h timepoints compared in all subjects.

Fig. 2  A Ki and B VT of two-tissue-compartmental modelling and tis-
sue-to-plasma ratios at C 60–65  min and D 6–7  h timepoints of pel-
vic bone marrow show higher values in COVID-19-recovered patients 
compared to the controls and are the highest in Subject 2, twice 
infected with the virus. The 4-month follow-up scans in COVID-19 
patients show increased Ki, VT and tissue-to-plasma ratios compared 
to the initial scans. The measurements in vaccinated and unvaccinated 
controls were similar.
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Background
uEXPLORER as the first 2-m long total-body PET scanner, has brought 
tracer kinetics analysis into a new era. [11C] methionine (11C-MET) has 
advantages over 18F-FDG for PET imaging in multiple myeloma (MM). 
The study aims to establish a kinetic model suitable for total-body 
dynamic 11C-MET PET/CT and to evaluate its clinical application value 
in multiple myeloma.
Methods and material
Dynamic total-body 11C-MET PET/CT was conducted with uEXPLORER 
in 9 subjects (7 MM patients and 2 controls). The time-activity curves 
(TACs) of organs and bone marrows were extracted. Model fitting of 
TACs was operated using PMOD Kinetic Modeling through a reversible 
two-tissue compartment model (rev2TCM), an irreversible two-tissue 
compartment model, a patlak plot, and a logan plot respectively. The 
four models were optimized by (1) visual inspection and (2) goodness-
of-fit displayed by the Akaike information criterion (AIC) and Schwartz 
information criterion (SC). R software was used to analyze the correla-
tion between dynamic parameters and clinical indicators.
Results
The rev2TCM has a best fitting with TACs among the four models 
(AIC = − 12.238, SC = 0.371, MSC = 5.328 for bone marrow). MM 
patients had higher 11C-MET uptakes in bone marrow compared with 
controls (SUVmax: 14.5 ± 6.6 vs 6.2 ± 0.8 g/mL, p = 0.014). The dynamic 
parameters (Flux: r = 0.848, p = 0.016; Vs: r = 0.788, p = 0.035 and Vt: 
r = 0.793, p = 0.034) rather than SUVmax (r = 0.703, p = 0.078), were 
found to be correlated with M protein levels in MM patients.
Conclusion
This study demonstrated the capability of dynamic total-body 11C-
MET PET/CT in visualizing MM. The dynamic parameters achieved by 
the rev2TCM have an advantage in evaluating the progression of MM 
patients.
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Background
Though dual-time point 68Ga-PSMA PET/CT increases the detection 
rate in PCa patients, it remains difficult to perform due to low count 
statistics in delayed imaging. The aim of this study was to prove the 
feasibility of only one-time delayed acquisition of 68Ga-PSMA on total-
body PET/CT and to compare the image quality and lesion detection 
rate with standard acquisition.
Materials and methods
A retrospective study between December 2020 and July 2021 was per-
formed in 56 PCa patients who underwent 68Ga-PSMA-11 total-body 
PET/CT (uEXPLORER), image quality was compared using 5-point Lik-
ert scale. All received a standard acquisition at 1 h p.i. and a late acqui-
sition at 3  h p.i., lesions uptakes and TBR were compared to assess 
lesion detection rate. And all lesions were further analyzed based on 
uptake values, sizes, types and sites.
Results
On 5-point Likert scale, the delayed image quality was assessed as 
modestly lower compared to the standard image (4.1 ± 0.6 at 3 h p.i. 
vs 4.9 ± 0.4 at 1 h p.i., p < 0.001). The delayed images showed increased 
PSMA-avid lesion uptake values (SUVmax) (11.0 [2.3–193.6] vs 7.0 [2.0–
124.3], p < 0.001), and elevated TBR (3.3 [0.5–62.2] vs 1.7 [0.3–30.7], 
p < 0.001). Delayed images provided additional lesion detection in 14 
of 56 patients, impacting management plans in 8 of the 14 patients. 
Late acquisitions detected 9.7% additional PSMA-avid lesions (22/226), 
13 lesions were small LN (D < 10 mm) with higher SUVmax and TBR.
Conclusion
Compared with standard imaging, delayed imaging with 68Ga-
PSMA-11 total-body PET/CT offered higher lesion uptake and lesion 
contrast. The additional lesions provided valuable information in PCa 
patients. The proposed protocol with only one-time acquisition at 3 h 
p.i. is feasible on total-body PET/CT with an AFOV of 194 cm.
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Aim/background
With the recent introduction of PET systems with an extended axial 
field-of-view, simultaneous, quantitative imaging of multiple dis-
tant organs has become within reach. Here, we propose an auto-
mated framework to explore homeostasis and disease-induced 
inter-organ metabolic perturbations using [18F]FDG total-body 
(TB) PET images.
Materials and methods
The uEXPLORER PET/CT system was used to perform dynamic TB-
PET imaging on 15 healthy volunteers (26–78  years, 53–112  kg, 
6 M/9F), injected with (372 ± 17) MBq of [18F]FDG. A low-dose CT was 
acquired for attenuation and scatter correction. A software framework 
(ENHANCE) was built to explore functional connectivity between dif-
ferent organs in TB [18F]FDG PET data. This framework is made of three 
components: (1) a segmentation tool based on 3D-UNet to segment 
13 different organs (brain, thyroid, aorta, lung, inferior vena cava, 
heart, liver, pancreas, spleen, kidneys, adrenal glands, bones, bladder) 
from low-dose CT; (2) an algorithm to perform motion correction using 
diffeomorphic registration; and (3) a normative functional connectivity 
module to analyse time-activity-curves in multiple organs and identify 
group connectivity based on temporal correlations. A Fisher’s Z-trans-
formation was used on data derived with the framework to create a 
group-averaged normative correlation network for both male/female 
healthy volunteers.
Results
Each node of a network plot (Fig. 1) represents an organ, and its length 
depicts its degree of connectivity to other organs. The thickness of the 
curves indicates the strength of the correlation. Nodal sizes of brain, 
heart, liver, bone, and lung were different between the male/female 
cohorts, thus, indicating different inter-organ connectivities between 
the two populations.
Conclusions
Our framework, ENHANCE, is applicable to PET data from any TB-PET 
system, and supports the investigation of inter-organ connectivities in 
an approach to perform whole-person research.

Fig. 1  Normative networks of male/female healthy cohorts using 13 
reference organs.
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Background
Compartmental modeling (CM) [1] is a standard method for estimat-
ing the tracer influx rate Ki but is time-consuming for parametric 
imaging in total-body dynamic PET. The conventional Patlak (CP) 
plot [2] is fast but less accurate due to simplification. In this paper, 
we generalize CP with deep neural networks to form a Deep Patlak 
(DP) method for both high accuracy and efficiency for total-body 
PET parametric imaging.
Materials and methods
We describe CP using an equivalent input–output network (Fig. 1A). 
The nonlinear transformations �X and �Y are model-driven with 
closed-form expressions. In the proposed DP, the two transformations 
are data-driven as implemented by two neural networks (Fig.  1B). 
The DP model can be directly trained on a single subject by using a 
small fraction (e.g., 10%) of body voxels labeled by the Ki s estimated 
by CM (two-tissue irreversible model with time delay correction and 
model selection) [3, 4]. The trained DP model is then used to predict 
Ki for the rest voxels. We tested the DP method for total-body Ki par-
ametric imaging in sixteen subjects (nine healthy and seven cancer 
patients), each with an 18F-FDG dynamic scan on the uEXPLORER PET/
CT system. Using the CM Ki as the reference, root-mean-squared error 
(RMSE) was compared between DP and CP for global image quality 
and ROI quantification. Time costs were also compared.
Results
Compared with CM, CP underestimated lesion Ki (Fig. 2A) while DP 
overcame this problem. DP achieved 74% and ~ 80% lower RMSE 
than CP for total-body Ki parametric imaging (Fig. 2B) and ROI esti-
mates (Fig.  3) in the sixteen subjects, respectively. The CM took ~ 
3.3 h per subject, while CP and DP took < 0.5 h.
Conclusions
The proposed Deep Patlak method achieved higher accuracy than 
conventional Patlak and higher efficiency than traditional compart-
mental modeling for total-body Ki parametric imaging.

Fig. 1  A Equivalent input–output network of the conventional Pat-
lak plot with the nonlinear transformations �X and �Y in closed-form 
expressions. B �X and �Y are replaced with neural networks in the pro-
posed Deep Patlak model.

Fig. 2  A Total-body K_i parametric images of an example cancer sub-
ject obtained with compartmental modeling (CM) (gold standard), the 
conventional Patlak (CP), and the proposed Deep Patlak (DP) methods. 
B Image RMSE of the CP and DP methods for total-body K_i imaging 
averaged from the sixteen subjects.
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Fig. 3  A Scatter plot of ROI-based quantifications of the conventional 
Patlak and the proposed Deep Patlak methods of 67 ROIs from the 
sixteen subjects. B ROI-based RMSE of the subjects using the Patlak 
methods.
Ethics approval
The study was approved by the IRB of University of California, Davis.
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Background
A fast, diffeomorphism-based methodology for automated motion 
correction of dynamic total-body [18F]FDG-PET/CT image volumes is 
presented.
Materials and methods
This is an ongoing study. To date, 10 dynamic, total-body (DTB) [18F]
FDG-PET/CT datasets (60 min acquisition) from 2 PET/CT systems were 
included: 5 healthy controls (HC) acquired on an uEXPLORER and 5 HC 
on a Siemens Biograph Vision PET/CT system. A multi-scale diffeomor-
phic registration algorithm was used to align the DTB PET images. The 
last frame (55–60 min post-injection, p.i) was considered the reference, 
and all other frames corresponding to time-points > 4  min p.i were 
aligned to it. To quantitatively evaluate the performance of the motion 
correction, five volumes of interest (VOIs, brain, kidneys, liver, spleen, 
lung) were defined manually by a Physician in all time frames of the 
10 DTB datasets. Relative overlap was calculated between the VOIs in 
all frames for each subject before and after motion correction using 
average symmetric surface distance (ASSD, mm). Likewise, the total 
activity was measured in the VOIs of all time frames before and after 

motion correction. The %-change in the ASSD and total intensity were 
reported as performance metrics.
Results
ASSD scores were reduced considerably for all VOIs (brain, kidneys, 
liver, spleen, lung) after motion correction with an average %-dif-
ference of 10, 26, 17, 10, and 2 across all subjects, respectively. The 
%-difference in the total activity of the VOIs before and after motion 
correction was < 5%, indicating the reasonable preservation of PET 
quantitative values. The average time to perform motion correction for 
a single TB-PET dataset (24 frames) was < 10 min.
Conclusions
A fast, fully-automated diffeomorphism-driven motion compensation 
approach was established and validated for [18F]FDG-PET total-body 
imaging. The proposed motion correction is clinically viable and can 
facilitate accurate parametric imaging in clinical routine.
Ethics approval
All data utilised in this study were acquired in accordance with the 
Declaration of Helsinki. Written information consent was obtained 
from all the subjects prior to examinations. Reference numbers: 
I1341792-18 and EK1907/2020.
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Objectives
Long axial field of view PET scanners provide high sensitivity and total-
body coverage for accurate quantification of a wide range of physio-
logical parameters in vivo using dynamic scans. Physiological motions 
are inevitable during dynamic PET data acquisition and can cause 
image blurring and reduce quantitative accuracy. Here we present a 
deep learning-based data-driven method to obtain motion-frozen and 
motion-corrected total-body parametric images.
Methods
A one-hour dynamic 18F-FDG scan was acquired on a uEXPLORER 
PET/CT scanner. The last 30-min of the list-mode data was binned 
into 6 × 5-min frames. For each 5-min frame, respiratory gating 
was performed using an unsupervised deep neural network and 
k-means clustering method to generate 5 respiratory gates. The 
gate with the highest counts was selected to be the motion-frozen 
(reference) gate. The motion field between each gate and the ref-
erence gate was estimated. The estimated motion fields were used 
to generate phase-matched CT images for attenuation correction 
as well as to perform motion-compensated (MC) reconstruction. 
Finally, the reconstructed time activity curve at each voxel was fit-
ted to the linear Patlak model to obtained parametric images with 
an input function extracted from a region over the descending 
aorta.
Results
Total-body parametric images showed that the proposed MC 
method can generate images with less motion artifact and better 
lesion detectability compared with the ungated image. Quantita-
tively the Ki values of the two liver lesions were 0.013/0.012 min−1 
(ungated), 0.014/0.013  min−1 (MC), and 0.019/0.015  min−1 (refer-
ence), respectively. The coefficient of variation of a uniform liver 
region was 0.51 (ungated), 0.52 (MC), and 1.00 (reference), respec-
tively. It demonstrated that the MC method provides a better lesion 
contrast versus background noise tradeoff than the other methods.
Conclusions
We have proposed a data-driven motion-frozen and motion-com-
pensation method for total-body parametric imaging and showed 
its ability to reduce motion artifacts.
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Fig. 1  Sampled respiratory gated images. The horizontal line marks 
the liver dome position in Gate 0 (the reference gate). Substantial liver 
displacement can be observed in other gates. Gates 0–3 were from 
normal breathing and Gate 4 was from deep breathing.

Fig. 2  Reconstructed activity images with and without motion com-
pensation (MC).

Fig. 3  Reconstructed parametric images of Patlak Ki with and without 
motion compensation (MC) for the two lesions in the liver pointed by 
the red arrows.
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Background
Clinical total-body PET systems with many detectors call for tailored 
approaches focusing on scalability regarding calibration effort, 
data processing, and cost. Compared to whole-body systems, DOI 
information gains additional importance, improving sensitivity and 
reducing parallax error [1]. We present a detector concept based on 
semi-monolithic slabs fulfilling these needs.
Materials and methods

The detector consisted of 8 monolithic LYSO slabs of dimensions 
3.9 × 32 × 19 mm3 read out by a 64-channel digital SiPM photosen-
sor (DPC3200-22-44, PDPC). Calibration data for position estima-
tion were acquired using a fan-beam collimator, here extended to 
simultaneous irradiation with multiple slits to push the calibration 
time to minutes. For energy and timing calibration, flood measure-
ments without collimator were performed. The position estimation 
in the detector’s monolithic and DOI direction was based on the 
machine learning technique gradient tree boosting (GTB) [2, 3]. We 
have recently demonstrated a high-throughput implementation of 
GTB to demonstrate the computational feasibility for large-scale sys-
tems [4]. The energy calibration and calculation accounted for the 
position-dependent detector response. We established an analytical 
and GTB-based timing calibration and used them for a first-photon 
trigger. While the analytical timing calibration corrects for electronic 
and optical time skews, the GTB algorithm was applied on top of the 
analytical calibration.
Results
We achieved a positioning performance measured as mean absolute 
error (MAE) of 1.27 mm and 1.94 mm for DOI with an energy resolu-
tion of 11.3%. The analytical timing calibration led to a CRT of 228 ps 
which significantly improved to 198 ps utilizing the GTB-based tim-
ing calibration. All results are reported around the photopeak with-
out applying any additional filters.
Conclusions
The presented detector offers an attractive performance with sub-
200  ps CRT including DOI-encoding. The optimized calibration 
methods and high-throughput GTB-based data processing lay the 
foundations for application in total-body PET systems.
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Background
The sensitivity of the (clinical) reconstruction of the Siemens Bio-
graph Vision Quadra is currently being limited by the maximum ring 
difference (MRD) of 85. Aim of this study was to evaluate the impact 
of MRD322 (maximum angle) on the image quality (IQ) for different 
isotopes and scan durations.
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Materials and methods
A NEMA IQ phantom was measured (18F, 64Cu and 68  Ga, SBR 8:1, 
2  kBq/ml) at different axial positions. Multiple frame durations 
(600  s, 300  s, 120  s, 30  s and 15  s) and reconstructions (Siemens 
e7tools, PSF-TOF, 4i5s, allpass) for MRD85 and MRD322 were evalu-
ated. IQ was qualitatively evaluated (Fig. 1,2), with determining the 
contrast recovery coefficient (CRC) and the coefficient of variation 
(CV) for a background VOI and the CV in a VOI placed in the liver of a 
patient (3 MBq/kg [18F]-FDG, 1 h p.i.).
Results
Reconstruction with MRD322 improved IQ and CV for the central 
FOV, e.g. CV changed from 19.8% (MRD85) to 14.4% (MRD322) for 
a 120 s 18F acquisition (Fig. 3). The calculated CRCs remained stable 
irrespective of the used MRD. A scan time of 120  s resulted in the 
same CRCs as 600 s for all isotopes, e.g. for the 17 mm sphere: 74.4% 
(18F) and 60.1% (68Ga).
For the patient data, the CV ranged from 11.5 to 8.9% (300  s) to 
47.4% and 35.2% (15  s) for MRD85 and MRD322, respectively. We 
found an average improvement of 24.7% for the CV with MRD322 
for all scan durations.
Conclusion
With MRD322, a reduction in image noise was achieved for the cen-
tral FOV. Thus, MDR322 enables a reduction in scan time while pre-
serving IQ.

Fig. 1  IQ Phantom for different isotopes, scan times, axial positions 
and acceptance angle.

Fig. 2  [18F]FDG IQ maintained for shorter scan duration for MRD322, 
e.g. CV of 17.3% (MRD85, 120 s) and 18.0% (MRD322, 60 s).

Fig. 3  Phantom CV along the axial position.
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Background
Total-Body PET scanners have shown potential to provide high sen-
sitivity multiparametric imaging. However, building such a system 
imposes technological challenges: providing accurate reconstructed 
images within a short time-frame requires TOF capabilities and accu-
rate DOI.
The present abstract summarizes the preliminary performance of our 
detector design suitable for the TB-PET with 70 cm axial coverage that 
is being built at the I3M.
Material and methods
The detector design comprises 4 mini-modules, each composed of 8 
slabs of 25.8 × 3.1 × 20 mm3 LYSO crystals coupled to arrays of 8 × 8 
SiPMs [1]. The slab configuration allows to exploit the advantages pre-
sent in both pixelated and monolithic designs as described in [2].
The detector includes a readout electronics to reduce the number of 
signals from N2 to 2N without impacting performance.
Coincidence data was acquired moving a reference detector together 
with a slit collimator along the monolithic and DOI directions. The x- 
and DOI- photon interaction positions were estimated using a NN. This 
data was also used to analytically evaluate the energy resolution and 
the CTR.
Results
Figure 1 show examples of the flood maps obtained, with the multi-
plexed readout already implemented, when homogenously irradiating 
the detector (left) and when the slit was placed at the center of the 
module (right). All slabs are identified. Figure 2 left and right, reports 
the average spatial and DOI resolution values achieved for the mod-
ule using the NN after and before implementing the multiplexing cir-
cuitry, respectively.
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An average energy resolution of 13.4 ± 0.9% was reported for the 
entire module. Figure 3 summarizes the average CTR values for each 
mini-module (left) and compares the CTR values before and after 
implementing the reduction readout circuit (right).
Conclusions
These promising results prove that our detector meets the require-
ments for a TB-PET scanner as outlined at the beginning of this 
abstract.

Fig. 1  Floodmaps of the module homogenously irradiated, and with 
the slit centered in the mini-modules.

Fig. 2  Spatial and DOI resolution values for the module using the NN 
after and before implementing the multiplexing circuitry.

Fig. 3  CTR values for the minimodules after and before implementing 
the multiplexing circuitry.
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Background
The nominal axial field-of-view (aFOV) of total-body (TB) PET/CT systems 
may clinically not be used effectively due to the inherently reduced sen-
sitivity at the axial ends of the PET. This study assessed the noise and 
image quality across the aFOV of the Vision Quadra TB PET/CT system.
Methods
NEMA image quality (IQ) phantom acquisitions were performed across 
four positions along the aFOV of the Biograph Vision Quadra PET/CT 
system (Siemens Healthineers). PET raw data were rebinned to simu-
late 10  min, 2  min, 30  s and 15  s acquisition time and reconstructed 
using standard settings with different filter settings. Axial noise behav-
iour was assessed by slice wise calculating the coefficient-of-variation. 
Axial IQ changes were investigated by means of image contrast. A clin-
ical useful axial FOV was estimated based on a maximum CV of 15%.
Results
Image noise and contrast were stable within the central 80 cm of the 
aFOV. Outside this central area, image contrast variability as well as 
image noise increased (Fig. 1). This degradation of IQ was in particu-
lar evident for short acquisition times. At 10 min acquisition time and 
without filtering, the useful axial FOV was 100 cm. For a 2 min acquisi-
tion time, an aFOV with image noise below 15% was only achievable 
using Gaussian filtering with axial extents of between 83 to 103  cm 
when going from 2 to 6 mm FWHM, respectively.
Conclusion
Image noise increases substantially towards the ends of the aFOV. 
However, good IQ in compliance with generally accepted bench-
marks is achievable for an axial FOV of > 90 cm. When accepting higher 
image noise or using dedicated protocol settings, a useful axial FOV of 
around 1 m can be achieved.

Fig. 1  Central slice of the IQ phantom at different axial position in the 
FOV and for different acquisition times.
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Background
The purpose of the study was to investigate possible optimization 
based on number of iterations used for post-radioembolization posi-
tron emission tomography (PET) yttrium-90 (Y-90) scans, with a long 
axial field-of-view (AFOV) scanner.
Materials and methods
A whole-body PET scanner with an AFOV of 106  cm was used. The 
parameters are summarized in Table 1. The ultra-high sensitivity (UHS) 
mode utilizing the complete ring difference with improved 3D scatter 
correction was used. A VOI was placed on the liver background and on 
the lesion. The mean and SD values were extracted.
Results
SNR for 2 iterations was 14.1, 16.5, 17.9 for 5, 10 and 20 min while for 4 
iterations it was 10.4, 12.7, 14.2 respectively (Fig. 1). SD was 30%, 27% and 
23% lower for 2 iterations 5, 10 and 20 min, compared to 4 iterations. The 
background liver VOI mean did not show differences for 2 and 4 iterations.
Conclusion
2 iterations produce lower noise and improved SNR for post-radioem-
bolization Y-90 than 4 iterations in long AFOV PET scanner.

Table 1  Acquisition and reconstruction parameters.

Parameter

Age of patient 73

Y-90 activity (GBq) 1.2

Reconstruction

Algorithm 3D OSEM

Matrix 220 × 220

TOF + PSF Yes

Iterations 2, 4

Subsets 5

Gaussian FWHM (mm) 2

Fig. 1  Coronal liver MIPs after Y-90 radioembolization. a–c recon-
structed with 2 iterations, d–f reconstructed with 4 iterations. After list-
mode data rebinning, (a, d), (b, e) and (c, f) reconstructed with 5, 10 
and 20 min simulated acquisition times.

P6  
Human skeletal energy networks identified with positron emission 
tomography imaging
Karla J. Suchacki1*, Rucha Ronghe1, David Dye2, Catriona Wimberley2,3, 
Simon Cherry4, Ramsey Badawi4, Lorenzo Nardo4, Elizabeth Li4, Benjamin 
Spencer4, Adriana A. S. Tavares1,2

1University/British Heart Foundation Centre for Cardiovascular 
Science, University of Edinburgh, UK; 2Edinburgh Imaging, University 
of Edinburgh, UK; 3Centre for Clinical Brain Sciences, University 
of Edinburgh, UK; 4EXPLORER Molecular Imaging Center, UC Davis, USA
Correspondence: Karla J. Suchacki (karla.suchacki@ed.ac.uk)
EJNMMI Physics 2023, 10(1):P6

Background
Total-body dynamic positron emission tomography computerised 
tomography (PET/CT) lends itself to deciphering complex bio-
logical processes and interactions. Recently, we found that dif-
ferent bones within the murine skeleton have a unique glucose 
metabolism and form a complex metabolic network [1]. Thus we 
hypothesised that (1) individual bones have different glucose metabo-
lism and form complex skeletal metabolism networks in humans. We 
also wanted to investigate how (2) changes in multi-bone glucose 
metabolism in humans associate with cancer disease development and 
progression.
Materials and methods
(1) 13 (4 male, 9 female) volunteers (age 49.7 ± 13.4y, BMI 29.1 ± 5.9 kg/
m2) underwent dynamic total-body [18F]FDG-PET/CT scanning (uEX-
PLORER (United Imaging Healthcare, Shanghai, China; ethics:IRB). (2) 
27 (19 male, 8 female) stage IIB lung cancer patients (age 59.6 ± 9.2y, 
BMI 24.9 ± 4.4  kg/m2) underwent conventional static [18F]FDG-PET/
CT scanning (ethics:ACRIN6668) [2,3,4]. Reconstructed PET/CT images 
were quantified using PMOD 3.117 (PMOD Technologies, Switzerland). 
Bone volumes of interest were segmented as previously described 
[1]. (1) Time-activity curves (TACs) were generated and SUVs were cal-
culated for each time point (0–60  min), the average SUV for the last 
3 frames were generated. (2) Skeletal energy networks were gener-
ated using Graphia (Kajeka, UK)[1]. SUV at equilibrium was extracted 
for static PET images and CT Hounsfield Units were extracted for each 
bone (1&2).
Results
Skeletal [18F]FDG uptake was equal or higher in humans compared to 
mice, with higher uptake in bones of the axial skeleton (Fig.  1). [18F]
FDG murine networks translated to healthy humans. Skeletal [18F]FDG 
uptake was sex-dependent in healthy volunteers (Fig. 2), however this 
sex effect was not observed in cancer patients. PET network analysis 
clustered lung cancer patients into two clusters translating to a two-
tiered survival plot (Fig. 3).
Conclusions
Network analysis could be used to identify new physiological 
and pathological tissue interactions beyond individual bones 
metabolism and to stratify patients with ability to predict patient 
survival.

Fig. 1  [18F]FDG uptake in healthy human subjects versus healthy 
mice. Data are mean ± SEM * **** (p < 0.0001).
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Fig. 2  [18F]FDG SUV in healthy human males versus healthy human 
females. Data are mean ± SEM * (p < 0.05).

Fig. 3  Skeletal energy networks identified with positron emission 
tomography imaging. Functional networks and survival plot identified 
by network analysis of lung cancer patients (A–D). (A) Clustered net-
work from PET data where node sizes represent days since last clini-
cal assessment (kNN value of 5). (B) Clustered network from PET data 
where node colours represent males and females (kNN value of 5). (C) 
Clustered network from PET data where node colours represent vital 
status (kNN value of 5). (D) Survival plot of lung cancer patients with 
days from last clinical assessment on x axis and probability of survival 
on y axis.
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The Small Animal Fast Insert For MRI (SAFIR) collaboration is 
developing a Positron Emission Tomography (PET) insert for pre-
clinical studies inside a Bruker BioSpec 70/30 USR 7T Magnetic 
Resonance Imaging (MRI) system. It aims at enabling truly simul-
taneous quantitative total-body PET/MRI acquisitions in mice and 
rats at injected activities reaching 500  MBq. The high count rate 
allows to capture fast kinetics in image time frames of ≤ 5  s in 
length [1].
The detector design features a dodecagonal arrangement of read-
out and powering components, all fully incorporated and shielded 
within an annular cylindrical carbon fiber structure inside the 
magnetic field of the MRI (see Figs.  1 and 2). The detector head 
centers on Lutetium-Yttrium-Oxyorthosilicate (LYSO) crystals, one-
to-one coupled to the elements of Hamamatsu SiPM-arrays (TVS 
MPPC13361-2050), which are read out by Application-Specific Inte-
grated Circuits (ASICs).
A first insert, SAFIR-I, using the PETA6SE ASIC [2,3], featuring an axial 
Field-of-View (FOV) of 54.2  mm and achieving 209  ps and 12.41% 
Coincidence Resolving Time (CRT) and energy resolution, respectively, 
has successfullly been commissioned and used for the in vivo study of 
a rat brain at an injected activity of 315 MBq [1]. A full characterisation 
of this detector according to the NEMA NU4-2008 standard [4] is cur-
rently ongoing. Based on preliminary results, we expect an average 
system sensitivity of ca. 1.5% and a spatial resolution of 2 mm in the 
center of the FOV.
Simultaneously, we expect to complete the construction of the 
SAFIR-II PET insert by the end of 2022. It will feature both an 
updated detector head with improved PETA ASIC (PETA8) and mini-
mized light crosstalk [5] and a longer axial coverage of 145 mm for 
total-body rat imaging. This insert is expected to extend on SAFIR-I’s 
capabilities by reaching an average system sensitivity of ca. 4% and 
enabling time frames of 1 s duration [Cf. 1].

Fig. 1  Rendering of the SAFIR-I PET insert showing seven of the 
twelve sections and one half of the outer carbon fiber shell structure. 
The entire detector head features 4320 readout channels/LYSO crystals 
(2.1 mm × 2.1 mm × 13 mm). The inner carbon fiber cylinder & support 
structure is not depicted to offer unrestricted view on the electronics 
arangement.

https://doi.org/10.7937/tcia.2019.30ilqfcl
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Fig. 2  Rendering of the SAFIR-II PET insert showing seven complete 
detector sections, the entire dodecagonal detector head with 11,520 
readout channels/LYSO crystals (2 mm × 2 mm × 13 mm) and the par-
tial outer carbon fiber shell structure. The inner carbon fiber cylinder 
& support structure is not depicted to offer unrestricted view on the 
electronics arangement.

Ethics approval
The in  vivo rat brain study was approved under license ZH228/2019 
by the local veterinary authorities, conforming to the guidelines of the 
Swiss Animal Protection Law, Veterinary Office, Canton Zurich (Act of 
Animal Protection 16 December 2005, and Animal Protection Ordi-
nance 23 April 2008).
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Background
Positron emission particle tracking (PEPT) is a powerful tool for 
imaging opaque mediums and to date has a myriad of indus-
trial applications. PEPT techniques enable tracking of individually 
labelled radioactive particles with potential to offer valuable new 
information not available from traditional PET imaging; yet there 
have been very few examples in biomedical applications. Total 

body PET could represent a unique platform to exploit PEPT; for 
example by enabling tracking individual cells throughout the body, 
or to measure blood flow throughout the vasculature [1]. Here, we 
characterise the performance of PEPT on a preclinical PET scan-
ner using a programmable robotic device with point sources of 
different activity and moving in complex trajectories with varying 
speeds.
Materials and methods
We modified an FLSUN-Q5 3D printer to hold radioactive sources 
(see Fig. 1) in the field of view of the Mediso NanoScan PET/CT. Vari-
ous trajectories were programmed using G-code, PEPT trajectories 
were reconstructed using the Birmingham method [2]. Point sources 
included a Na-22 sealed source (0.25  mm active diameter) and 
Ga-68 silica alginate microbeads (diameter–4 mm).
Results
Complex trajectories could be visualised at low levels of activity 
(= 55  kBq) (Fig.  2). Estimated distances had a small underestima-
tion bias (see Fig. 3), the positional uncertainty of a stationary point 
source was 0.1  mm using 1000 lines of response. The positional 
error of a 55 kBq Na-22 point source was 1.99 mm when moving at 
a speed of 0.97cms−1, the error increased with point source speed.
Conclusions
We implemented a PEPT processing pipeline on a preclinical PET/
CT scanner. We were able to accurately track a point source at differ-
ent speeds with low levels of radioactivity. We speculate that total-
body PET will empower a variety of PEPT applications for biomedical 
research. Advancements in radiolabelling of microparticles will ena-
ble further preclinical in-vivo evaluation [3].

Fig. 1  Experimental set-up for PEPT acquisitions with 3D printer. The 
printer can be programmed to perform different trajectories with 
accurate positioning.

https://doi.org/10.3390/s21217037
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Fig. 2  Example of tracking a low activity particle using PEPT. The 
printer was programmed to perform a coil pattern with a duration of 
30 s; during the acquisition the printer repeated the pattern 3 times. 
The y-direction is in the axial direction of the scanner.

Fig. 3  Distance estimation using PEPT. The 3D printer was pro-
grammed to hold a point source in the vertices of a 1 cm cube for 30 s 
in each location. Vertices labelled 1 through 8 with distance estimation 
shown. Black points represent calculated positions, the majority lie in 
the vertices, a few points in between can be visualised representing 
the motion of the point source as it travelled between corners.
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Background
The study investigated the accuracy of ultra-low-dose (ULD) total-
body (TB) PET/CT imaging for semi-/quantitative [18F]FDG-imaging of 
healthy volunteers and lung cancer patients.
Materials and methods
A Siemens Biograph Vision 600 system was used to perform dynamic 
(0–67  min post-injection) TB acquisitions of 20 healthy volunteers 
(19–62  years, 46–104  kg, 10  M/10F) and 8 lung cancer patients (47–
77 years, 50–88 kg, 4 M/4F). All subjects were injected with 28 ± 2 MBq 
(ULD) and 279 ± 15 MBq (standard-dose, STD) [18F]FDG; the latter at 
90  min post ULD injection. In all subjects, low-dose CT was used to 
automatically segment 12 volumes-of-interest (VOIs): adrenal glands, 
aorta, brain, heart, kidneys, liver, pancreas, spleen, thyroid, inferior 
vena cava, skeleton, lung; in cancer patients, FDG-avid lesions were 
manually delineated on static images (55–67 min post-injection) and 
standardized-uptake-values (SUVs) were extracted. Patlak parameters 
were derived from the last 15-min dynamic data acquisition with the 
vendor’s automatic TB Patlak reconstruction. Parameters were com-
pared for both ULD/STD conditions and tested with paired t-tests.
Results
ULD/STD SUVs were similar (mean %-difference < 5%) for healthy vol-
unteers and lung cancer patients in all VOIs (p > 0.05), except heart, 
brain, and liver. Dynamic imaging resulted in significant differences 
between ULD/STD Patlak parameters in 50% of the VOIs (mean %-dif-
ference > 30%). 28 tumours were delineated on STD images, while only 
12 were found on ULD images, due to increased image noise. Lesion 
SUVs were similar in ULD and STD (p = 0.17, mean %-difference < 10%).
Conclusions
ULD and STD [18F]FDG injections in healthy volunteers and lung can-
cer patients provided comparable SUVs, except in organs with fast glu-
cose turnover. Patient dose exposure can be reduced in TB screening 
simple settings using [18F]FDG-PET/CT without a loss in SUV accuracy. 
However, Patlak parameters were generally not comparable between 
ULD/STD injections and ULD scans did not allow precise tumour 
delineations.
Ethics approval
All data utilised in this study were acquired in accordance with the 
Declaration of Helsinki. Written information consent was obtained 
from all the subjects prior to examinations. Reference number: 
EK1907/2020.
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Background
Conventional PET scanners, with limited axial field-of-view (FOV), 
make the internal carotid arteries a popular region for IDIF extraction 
in quantitative PET brain studies. However, time activity curves (TACs) 
extracted from the internal carotids (diameter 3.9–6.0 mm) are prone 
to partial volume effects (PVE) due to relatively low PET resolution 
(~ 4  mm). Long axial FOV (LAFOV) scanners enable using the aorta 
(diameter 25–38  mm) to extract the IDIF [1,2]. This study assessed 
whether an IDIF obtained from the carotids could be used to derive 
cerebral glucose consumption when the aorta is not within the FOV.
Materials and methods
Seven patients underwent a 65  min [18F]FDG LAFOV-PET/CT scan. 
IDIFs were obtained by placing VOIs in the internal carotids (4 high-
est intensity pixels) and ascending aorta. Kinetic modelling with both 
IDIFs was performed by extracting the TAC from the whole brain and 
using an irreversible two-tissue compartment model with additional 
blood-volume parameter (2T3k_VB) and Patlak analysis (t* = 40 min) to 
derive the model rate constants (K1, k2, k3), net tracer flux (Ki), and the 
Patlak intercept (Y0). TACs and model parameters were analysed using 
a Kolmogorov–Smirnov test and a paired t-test, respectively.
Results
Significant differences were found between aorta and carotid TACs 
(p = 0.008). Visual inspection showed that TACs from the carotids 
underestimated the blood peaks substantially (Fig.  1) when com-
pared with the aorta. The ratio between both TACs showed that this 
difference was not due to a constant scaling factor (Fig. 2). In addi-
tion, significant differences were found for K1, Ki (2T3k_VB) and Y0 
(Table 1).
Conclusions
An IDIF extracted from the carotids suffers from PVE and leads to sig-
nificantly biased model parameters and glucose consumption esti-
mates compared with those obtained using an IDIF extracted from the 
aorta. Future studies need to assess whether PVE correction methods 
results in more reliable IDIFs from the carotids.

Fig. 1  Time activity curves extracted from the VOIs placed in aorta and 
carotids.

Fig. 2  Ratio between aorta and carotids TAC.

Table 1  Parameters obtained with 2T3k model and Patlak analysis.

Aorta Carotids p value

2T3k_
VB

K1 (mL∙cm−3∙min−1) 0.084 ± 0.009 0.204 ± 0.052  < 0.001***

k2 (min−1) 0.202 ± 0.027 0.235 ± 0.039 0.10

k3 (min−1) 0.076 ± 0.021 0.055 ± 0.010 0.05

Ki (mL∙cm−3∙min−1) 0.023 ± 0.004 0.039 ± 0.010 0.003**

Patlak Ki (mL∙cm−3∙min−1) 0.021 ± 0.004 0.028 ± 0.011 0.10

Y0 (mL∙cm−3) 0.322 ± 0.055 0.980 ± 0.430  < 0.006**
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Background
A fully-automated methodology to establish a preliminary voxel-
based normative database (NormDB) using total-body [18F]FDG-PET/
CT images is presented. This method is based on CT images and, thus, 
tracer independent while enabling voxel-wise comparisons of tracer 
accumulation in selected patients versus the NormDB.
Materials and methods
In this ongoing study, 20 whole-body, scatter- and attenuation-
corrected PET/CT images from healthy volunteers were used to 
build a preliminary NormDB. All subjects were stratified based on 
sex and BMI. A template image for each stratified group is initially 
required to generate a group-specific NormDB and established by 
an iterative process. Therefore, an AI-based, automated multi-organ 
segmentation tool segmented multiple tissue compartments (13 
organs, skeleton, fat, muscle) from all subjects. The segmentations 
of all subjects within a group were then diffeomorphically registered 
to a randomly chosen reference subject’s segmentations from the 
group. Based on the deformation fields, corresponding CT images 
were aligned and summed to a mean template image. This process 
was repeated with the newly created template image as a reference 
for the next iteration or stopped when no increase in sharpness in 
the template image was detectable. The template image was used 
as a reference for registering the subject CT images; corresponding 
deformation fields were applied to the related PET images. Aver-
aging them results in a cohort-specific total-body normative PET 
image. Dice score and average symmetric surface distance (ASSD) 
between the segmentations were used as quality metrics for spatial-
normalisation accuracy.
Results
The average Dice score and ASSD between the subjects and the tem-
plate image were 0.8 ± 0.1 and 106 ± 168 mm, respectively.
Conclusions
The evaluated metrics show an improved alignment of subject images 
during template creation and between subjects and the template 
image. Voxel-wise normative values could be compared to a patient 
image in future steps to generate patient-specific z-maps.
Ethics approval
All data utilised in this study were acquired in accordance with the 
Declaration of Helsinki. Written information consent was obtained 
from all the subjects prior to examinations. Reference number: 
EK1907/2020.
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Background
With their widespread adoption in routine clinical care and a variety 
of research applications, total-body PET scanners will play a key role in 
the future of PET research. This work presents the methodology for a 
stringent and robust quality assurance program implemented on the 

world’s first total-body PET scanner at UC Davis [1], including results 
from phantom and clinical quality assurance methods spanning three 
years of implementation.
Methods and results
A. Daily count-rate monitoring: Average LYSO background singles-
rate provides a fast and efficient daily check of the system perfor-
mance (Fig.  1). B. Quantitative accuracy: Weekly scans of a 68Ge 
uniform cylinder in three axial locations can ensure quantitative 
accuracy is consistent axially and temporally [2] (Fig.  2A). C. Cross-
calibration: Semi-annual scans of a uniform 18F-filled phantom will 
ensure the scanner is accurately cross-calibrated with the dose cali-
brator (Fig.  2B). This should be done following calibrations or more 
frequently if needed. D. Image quality investigation: A quantitative 
investigation of the entire axial field-of-view (AFOV) is performed 
annually, using multiple NEMA image quality phantoms spanning 
the AFOV scanned at several activity levels representative of clini-
cal and research protocols in use (following [3]). E. Scatter correction 
evaluation: An in-house developed large fillable phantom, including 
a removable fat tissue-equivalent material compartment, is scanned 
after software updates to ensure robustness of data corrections. F. 
Long-term temporal monitoring of system-wide performance with 
real patient data: Total-body scanners uniquely allow utilizing every 
human subject scan for quality assurance by calculating the ratio of 
the total human count-rate obtained from each subject scan to the 
known activity at scan time as an estimate of the temporal stability of 
the scanner (Fig. 3).
Conclusions
These quality assurance protocols ensure thorough and stringent 
examination of total-body PET scanner performance and stability to 
facilitate clinical care and research reliability.

Fig. 1  Daily LYSO background count-rate measured over three years, 
where dotted vertical lines indicate dates of calibration. Background 
count-rates increase over time due to energy histogram drift and then 
shift back to baseline after energy calibration. Several anomalous high 
or low count-rate occurrences are measured, possibly due to detec-
tor temperature changes or count-rate measurement in presence of a 
radioactive source.
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Fig. 2  (A) Weekly 68Ge uniform cylinder measurement over three years 
showing quantitative stability within 3% axially and within 5% tempo-
rally. (B) Dose calibration factor measured over three years. Changes in 
dose calibration factor and weekly quantitative accuracy may be due 
to reconstruction software and data correction updates.

Fig. 3  Ratio of trues count-rate over the injected dose at scan time 
from 942 clinical 18F-FDG exams during a 900-day period. The spread 
in the data is likely due to physiologic factors such as the size of the 
patient (attenuation/scatter fraction) and the radioactivity amount 
voided by the patient. Overall, the close-to-flat trend indicates good 
scanner performance stability over time.

Ethics approval
The study was approved by the IRB of University of California, Davis.

References
1. Spencer BA, Berg E, Schmall JP, et al. Performance evaluation of the 

uEXPLORER Total-body PET/CT scanner based on NEMA NU 2-2018 with 
additional tests to characterize long axial field-of-view PET scanners. J 
Nucl Med., 2021;62:861–870.

2. Nguyen M, McBride K, Hunt H, et al. Temporal and Axial Quantitative Uni‑
formity Measurements of Total-body PET Systems. J Nucl Med. 2021;62 
(suppl 1):3041.

3. Leung EK, Berg E, Omidvari N, et al. Quantitative accuracy in total-body imag‑
ing using the uEXPLORER PET/CT scanner. Phys Med Biol. 2021;66(20).

P13  
Comparative studies of the selected issues of sparse and full 
geometries of total‑body PET scanners
Szymon Parzych1,2,3* on behalf of the J‑PET Collaboration
1Faculty of Physics, Astronomy, and Applied Computer Science, 
Jagiellonian University, Łojasiewicza 11, 30‑348 Kraków, Poland; 2Total 
Body Jagiellonian‑PET Laboratory, Jagiellonian University, Kraków, Poland; 
3Center for Theranostics, Jagiellonian University, Poland
Correspondence: Szymon Parzych (szymon.parzych@doctoral.uj.edu.pl)
EJNMMI Physics 2023, 10(1):P13

Background
Despite of one of the main benefits of the Total-Body PET tomographs—
their greatly enhanced sensitivity over the significantly extended field 
of view, their widespread use is being held back due to the construction 
expenses. The aim of this study is to inspect and compare simulation-
based sensitivity of existing and presently developed scanners, while 
also focusing on their costs and scintillators characteristics.
Materials and methods
For the case of this study, J-PET systems with different geometrical con-
figurations, axial lengths, ring systems and scintillator cross-sections 
were studied. Moreover, PET scanners based on the uEXPLORER geo-
metrical design were inspected, varying in parameters such as: utilized 
scintillator material (BGO, LYSO), axial length and detector configura-
tion (full and sparse). In addition, the Biograph Vision Quadra was also 
investigated. All of the simulations were conducted with the GATE 
software. Furthermore, the examination of the angle- and ring-based 
acceptance criterion was performed due to its utilization in oblique 
LOR elimination. Estimation of construction costs was done by taking 
into account total photomultiplier-covered surface and different scin-
tillator materials.
Results
The best sensitivity-wise performance can be achieved with the BGO 
crystals, however performance of this material is a drawback to its 
exploitation. The utilization of the sparse geometrical configuration has 
a direct impact on the construction costs, however it highly degrades 
the system’s sensitivity over the discontinuous field of view. The atypical 
geometrical design provided with plastic scintillators in J-PET scanners 
gives an alternative approach to lower the expenses, while maintaining 
an almost continuous field of view. Nevertheless, it suffers from the rela-
tively low efficiency performance.
Conclusions
The presented simulation-based study took into consideration advan-
tages (in a form of sensitivity) and drawbacks (in a form of costs and 
materials performance) of the existing and presently developed Total-
Body PET scanners in the issue of their widespread usage.
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Background
Yttrium-90 (Y-90) PET images are inherently noisy due to the extremely 
low positron emission rate of Y-90 but other factors such as dead-
time can also contribute to the high noise especially with the high 
bremsstrahlung emission rate from the β− emission that occurs with 
therapeutic activities, much higher than those with typical diagnostic 
imaging.
Materials and methods
Monte Carlo simulations of a total-body PET scanner were performed 
to investigate the effect of system saturation on Y-90 PET imaging by 
introducing dead-time into the PET detector response model. Line 
sources were modeled: (1) the Y-90 full emission spectrum (2.5 GBq), 
(2) the Y-90 with no bremsstrahlung (2.5  GBq), and (3) an equivalent 
number of emissions with mono-energetic back-to-back 511-keV 
gammas (76 kBq). Dead-time values from 0 to 500 ns were simulated in 
0.5 s time-frames and the number of singles and coincidences within 
an energy window of 430–645 keV were evaluated with no reconstruc-
tion (data collected from list-mode equivalent output from GATE).
Results
The introduction of the detector dead-time decreased both the num-
ber of singles and coincidences detected throughout all simulation 
sets. As expected, the 76  kBq and no-bremsstrahlung simulations 
show a small decrease of singles and coincidences (Fig.  1) reaching 
a plateau at 10  ns suggesting the stabilization of the system. With 
the addition of the bremsstrahlung emission, a steady decrease is 
observed becoming much faster from 100 ns. Interestingly, the num-
ber of coincidences with no-bremsstrahlung is approximately 5% of 
those with bremsstrahlung suggesting that the larger number of ran-
dom coincidences may also contribute to image degradation.
Conclusions
System saturation due to dead-time and high number of randoms can 
degrade images. However, with clear understanding and quantifica-
tion of the effects of these factors, calibration and reconstruction can 
be tuned for Y-90 imaging to improve the image quality.

Fig. 1  Number of detected coincidences for simulations of Y-90 with 
no bremsstrahlung (positron and gamma only) compared to simula-
tions of mono-energetic (511 keV) back-to-back gammas for all tested 
dead-times.
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For Monte Carlo simulations of the Siemens Biograph Vision Quadra 
total-body PET/CT scanner two digitization and analysis workflows 
(Fig.  1) are currently developed and investigated using the ‘Geant4 
Application for Emission Tomography’ (GATE) [1, 2].
Workflow 1 starts with the GATE single event output provided in ROOT 
data format and uses a coincidence sorter and analysis tool provided 
by Siemens to produce coincidences in a list-mode data format, that 
can be used for image reconstruction with the Siemens e7tools. This 
workflow is designed to simulate the PET scanner with high accu-
racy by incorporating device-specific analysis and by implementing 
the same image reconstruction (PSF-TOF 4i5s) that is used in clinical 
routine.
Workflow 2 uses the GATE coincidence sorter output, which is 
translated into a ‘Customizable and Advanced Software for Tomo-
graphic Reconstruction’ (CASToR) [3] readable list-mode data for-
mat. Image reconstruction is then performed by CASToR using 
a look-up table containing precise positions and orientations of 
the individual scintillation crystals. While Workflow 2 is limited in 
accuracy by using more generic modelling of digitization and coin-
cidence sorting as well as a different image reconstruction toolkit, 
it offers increased flexibility for adaptations along the entire work-
flow. For example, Workflow 2 enables to investigate the effects of 
modifications of the scanner geometry or to include a PET insert 
with the option to record coincidences between insert and total-
body scanner.
Reconstructed non attenuation corrected images of a 10  s simu-
lation of a NEMA image quality phantom with a total activity of 
60.9  MBq using Workflow 1 and Workflow 2 are shown in Fig.  2. 
Future work will include optimization of Workflow 2 and com-
parison of simulated NEMA PET performance characteristics to 
measurements.

Fig. 1  Simulation model of the Biograph Vision Quadra and digiti-
zation and analysis workflows: Workflow 1 (upper) and Workflow 2 
(lower).
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Fig. 2  Reconstructed image of the NEMA image quality phantom 
using the Siemens e7tools (Workflow 1) and using CASToR (Workflow 
2).
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Background
The promising imaging performance of Positron Emission Tomogra-
phy (PET) made it a suitable imaging modality for malignant lesion 
localization in oncology studies, drug delivery, physiological studies, 
etc. [1]. There is ongoing research on a new generation of PET tomo-
graphs done by J-PET Collaboration, which would be competitive to 
other clinically available systems [2].
The currently investigated prototype of Jagiellonian PET is a Modu-
lar J-PET [3]. Its structure consists of 24 detection panels, that pro-
vide in a total of 50  cm of the AFOV. The modularity of prototype 
allows for simple construction and deconstruction, portability, 
and the possibility of assembly with different numbers of panels 
depending on the patient size and clinical needs [4].
The main aim of this simulation study is to estimate the performance 
of the Modular J-PET according to the NEMA NU 2-2018 standards.

Methods
The presented study was carried out by the GATE software which 
is a validated simulation toolkit for a medical imaging application 
5]. This software is used to simulate recommended procedures by 
NEMA NU 2-2018 to estimate characteristics such as spatial resolu-
tion, sensitivity, scatter fraction, NECR and image quality of Modular 
J-PET.
Results
Achieved results provide appropriate estimation from the operation 
of the Modular J-PET by considering the different functional aspects 
of the system. Estimated NEMA parameters will be compared with 
current clinical tomographs.
Conclusion
Performance characteristics of Modular J-PET based on the plastic 
scintillator were determined according to the NEMA NU 2-2018 by 
GATE simulation software.
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Background
Total-Body PET scanner due to the larger detection area, provides 
higher sensitivity which plays a key role in the overall performance of 
the tomographs. A new generation of Total-Body PET scanners based 
on plastic scintillators is being developed by J-PET collaboration. 
One of the approaches in the development of the Total-Body J-PET 
is the ring wise configuration [1, 2]. The main aim of this study is to 
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investigate the sensitivity of Total-Body J-PET for different numbers of 
rings with the specific axial field of views (AFOVs).
Methods
Total body J-PET scanner comprises of 7 rings, each ring consisting 
of 24 modules.  A single module consists of 32 scintillators of 33  cm 
length divided into two layers and with additional layer of 50 WLS fib-
ers. For the case of this study, the proposed Total-Body J-PET tomo-
graph is simulated by GATE software (Fig. 1). To evaluate the sensitivity 
of the aforesaid scanner, the simulations according to the procedure 
recommended by NEMA-NU-2-2018 is performed [3,4]. The sensitivity 
of the scanner is investigated with the 70 cm line source for 1 ring and 
261.7  cm line source for 7 rings that are located in the center of the 
scanner and I used the same activity for both of them to calculate the 
sensitivity.
Results
The results of this study would be to perform a comparison sensitiv-
ity between 1 and 7 rings tomographs based on the J-PET technology.
Conclusion
The investigation of the sensitivity of Total-Body J-PET in various num-
bers of the detector rings provide the possibility of optimum event selec-
tion for image reconstruction.

Fig. 1  a TB-J-PET for 7 rings with AFOV = 243  cm simulated by GATE 
software. b Two scintillator layers (yellow and red color), and the WLS 
layer (green color) are shown in the zoomed view.
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Background
Total Body PET (TB-PET) systems recently introduced in research and 
clinical departments provide a multifold increase in sensitivity compared 
to the standard axial field of view (FOV) PET scanners [1–4]. With spatial 
resolution limited by crystal pixel width affecting detectability and quan-
tification accuracy, monolithic detectors have proven superior spatial 
resolution with depth of interaction (DOI) [5]. Our latest measurements 
show that an intrinsic resolution below 1.3 mm and 6-layer DOI is accom-
plished [6]. In this work, we simulate monolithic LYSO long axial FOV PET 
designs and evaluate the system spatial resolution of the NEMA point 
sources.
Materials and methods
The simulation study includes two designs of axial lengths, 36.2 cm and 
72.6 cm consisting of 7 and 14 rings respectively, each having 40 detec-
tor modules of LYSO 50 × 50 × 16 mm3 in size. GATE was used for the 
NEMA simulation of spatial resolution. Six 18F point-like sources were 
placed at three radial and two axial positions. Post-simulation process-
ing was performed to blur the endpoints based on the distributions 
obtained from the intrinsic resolution of the monolithic LYSO measure-
ments, while QETIR was used for iterative reconstruction.
Results
A flat spatial resolution across the transverse FOV at the central slice with 
a FWHM below 2 mm (Fig. 1) was obtained for the 36.2 cm long design. 
The axial resolution was uniform at different radial offsets.
Conclusions
Compared to the human PET with the highest resolution (uExplorer, 
3 mm in center, 5.6 mm at 20 cm) we obtain 50% improvement at the 
center of the axial/transverse FOV. A 2–2.5 improvement in system reso-
lution at off-center points is shown as this is the first whole body system 
with multi-layer DOI resulting in a uniform resolution over the full FOV. 
This will make quantification accuracy independent of the position in the 
patient.

Fig. 1  Transverse spatial resolution in the center of the axial FOV at dif-
ferent radial positions.
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Background
The detection of annihilation photons in PET can be based on detect-
ing Cherenkov photons instead of scintillation light. Dense Cherenkov 
radiators provide an opportunity for high gamma detection effi-
ciency—due to their high stopping power and photofraction—and 
excellent CTR.
Methods
We first performed a simulation study of different Cherenkov detector 
designs based on PbF2 with SiPMs as photosensors (realistic PDE and 
SPTR, but the noise was omitted), where a 2-sided readout was also 
considered. Next, we selected a few of these designs to model whole-
body Cherenkov PET systems. The performance of Cherenkov PET 
scanners was evaluated and compared to the reference scanner—our 
model of Siemens Biograph Vision clinical PET scanner. We assessed 
and compared count rates and image quality of the PET scanners fol-
lowing the NEMA NU 2–2018 standard. Monte Carlo simulations were 
performed on a super-computing network using GATE, and CASToR 
software was used for TOF-OSEM image reconstruction. Normalization, 
scatter, random, and attenuation correction factors were included in 
the reconstruction. Finally, we evaluate the image quality achieved by 
the extended scanners (106 cm AFOV) using the NEMA and XCAT digi-
tal phantoms.
Results
Cherenkov scanner with 1-sided readout had similar TOF performance 
(225 ps CTR-FWHM) and achieved very similar image quality as the refer-
ence scanner (Fig. 1, 2). By using a 2-sided readout, higher coincidence 
detection efficiency and better CTR was obtained, resulting in better 
image quality (Fig. 3).
Conclusion
Our Monte Carlo simulations show that even though pure Cherenkov 
scanners have basically no energy resolution (but have some intrinsic 
suppression), the scatter fraction of around 50% is not prohibitively 
large, and images comparable to a modern clinical PET scanner can be 
achieved if the noise of the photodetector is sufficiently low. Low-cost 
Cherenkov detectors (PbF2 ~ 1/9 LSO price) could become especially 
interesting for total-body scanners.

Fig. 1  NECR values as a function of the activity: a comparison between 
the Cherenkov scanners, the simulated reference scanner, and meas-
urements performed on Siemens Biograph Vision. The scatter fractions 
(SF) of different scanners are shown in the legend. The shaded rectan-
gle shows the typical range of activities used at the start of clinical 
FDG whole-body scans.

Fig. 2  Transverse views of the reconstructed images of the NEMA 
image quality phantom for different scanners. The ratio between the 
hot spheres and the background was 4:1. A Gaussian post-filter with 
5 mm FWHM was applied on all images.

Fig. 3  Percent contrast vs background variability for a 13  mm and 
22 mm diameter hot sphere. Gaussian post-filters with different widths 
were used to vary the background variability. The measured value of 
the Siemens Biograph Vision scanner is added for reference.
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This study is performed within the scope of the project “Microelec-
tromechanical systems-based gamma-ray detectors for time-of-flight 
positron emission tomography (PET)”, which aims at developing a new 
photo-sensor with 10 picoseconds full width at half maximum single-
photon timing resolution, capable of exploiting the prompt nature of 
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Cherenkov radiation. We performed Monte Carlo simulation study to 
estimate the possible improvement in the overall performance of the 
whole-body PET scanner built out of the photo-sensors developed by 
our project collaborators.
Using Geant4, we estimated the physical limits of timing resolution 
for two possible detector geometries: a radiator of 3 × 3 × 3  mm3 
with one photo-sensor attached opposite to the side the gamma 
enters, and a 25 × 25 × 25 mm3 cube with photo-sensors fully cover-
ing all six sides. The 25 × 25 × 25 mm3 cube required reconstruction 
of the gamma interaction position that is performed using arrival 
times and the Cherenkov photons detection positions, minimizing a 
cost function for the gamma interaction position. Monte Carlo infor-
mation confirmed the reconstruction of the gamma interaction posi-
tion inside the cube. We simulated a whole-body PET system with 
GATE (Geant4 Application for Tomographic Emission). As a result, 
the spatial resolution in three dimensions of the point source was 
obtained reconstruction-less.
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Introduction
Recent development in positron emission tomography (PET) dramati-
cally increased the effective sensitivity by increasing the geometric 
coverage leading to total-body PET imaging. This encouraging break-
through brings the hope of ultra-low dose PET imaging equivalent 
to transatlantic flight with the assistance of deep learning (DL)-based 
methods. A critical bottleneck for conventional DL-based methods 
is their limited capability in the application in the heterogeneous 
domain of PET imaging. We aim to develop a DL method that can 
recover high-quality imaging from ultra-low-dose PET.
Methods
Total-body PET images of 550 patients using 18F-FDG, 18F-PSMA, 
68Ga-DOTA-TOC, 68Ga-DOTA-TATE, acquired using total-body PET scan-
ners, including Biograph Vision Quadra (Siemens Healthineers), uEX-
PLORER (United Imaging) in Shanghai and Bern, were included for the 
development and testing of the proposed method. A conditional gen-
erative adversarial network (GAN) was customized for cross-scanner 
and cross-tracer optimization. The effectiveness and robustness of our 
proposed approach was verified in tests of different imaging tracers 
on different scanners.
Results
The developed DL method can achieve a good preliminary physi-
cal performance with an average whole-body normalized root mean 
squared error (NRMSE) of 0.09% ± 0.02%, peak signal-to-noise ratio 
(PSNR) of 60.9 ± 2.3, and structural similarity index measurement 
(SSIM) of 0.99 ± 0.001, when comparing the DL enhanced PET images 
to full dose images at dose reduction factor (DRF) = 10. Exemplary test 
results are shown in Fig. 1.

Conclusion
The proposed DL approach for low-dose PET image enhancement had 
the potential to be applied on different scanners and tracers, which 
can improve the performance and robustness of image quality recov-
ery on ultra-low-dose PET imaging. It may improve the trustworthi-
ness and clinical acceptability of DL-based dose reduction.

Fig. 1  Exemplary test results of 18F-FDG imaging from SIEMENS 
Healthineers Biograph Vision Quadra.
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Background
Recent PET development is the introduction of total-body PET scan-
ners. The J-PET collaboration has elaborated a concept of a cost-effec-
tive, long scanner built from axially arranged plastic scintillators[1].
The reconstruction of the spatial distribution of the radiotracer in 
patient’s body is based on the photon pairs grouped into time coin-
cidences. Due to the limited resolution the selected coincidences 
contain a fraction of events with a photon scattered in the patient or 
photons accidentally registered in a coincidence. Scatters and acciden-
tals deteriorate the final image quality. To mitigate this, corrections are 
incorporated into the image reconstruction. Alternatively, a pre-cor-
rection procedure can be applied.
For a total-body scanner, the background level becomes a challenge. 
First, the accidentals statistics increase roughly quadratic with the 
scanner axial length. Also, the multiply scattered photons fraction is 
more pronounced. In J-PET scanner the signal registration is based on 
the Compton scattering process, which makes the inter-detector scat-
ters harder to discriminate.
Materials and methods
We apply supervised learning models to estimate the background 
contribution. In particular, boosted decision trees and deep learning 
neural networks are considered.
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The training and test samples are based on GATE MC simulations. Both 
the NEMA-IEC and XCAT phantoms are simulated with several scanner 
models. Selection of optimal feature set and feature transformations is 
performed.
Results
Performance of XGBoost, AdaBoost and NN classifiers is compared 
with cut-based selection criteria. The estimated distributions are com-
pared to the standard estimation methods e.g. delayed time window. 
Considered models are compared based on efficiency metrics. Finally, 
comparison of reconstructed image quality is provided.
Conclusions
The application of ML methods can efficiently improve the signal-to-
noise ratio. Too restrictive selection leads to the reduction of statistics 
and deterioration of image quality. Future research includes studies 
of model generalization with respect to different detector geometries 
and phantom shapes.
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Background
PET imagining community is in progress of developing total-body 
PET systems in order to increase the sensitivity of detection system 
by enlarging the axial field-of-view (AFOV). Achieving higher sensi-
tivity can decrease the time of scan or the injected dose. One of the 
approaches to increase AFOV is to increase the amount of detection 
rings while another, cost-effective possibility is to detect gamma 
quanta by means of plastic scintillators, orientated along the patients 
body [1, 2]. Such solution maintains the size of readout system, inde-
pendently on AFOV. Here a prototype with 50  cm AFOV will be pre-
sented, which is the first step towards the total-body PET based on 
plastic strips.
Materials and methods
A mobile, modular prototype of the J-PET detector, a PET scanner 
based on plastic scintillators, is being commissioned at the Jagiellon-
ian University this year. The system is built out of 24 modules, com-
posed of 50 cm long 13 scintillator strips, read out by a SiPMs (Fig. 1).
Each module converts an analogue response to the digital data inde-
pendently. Acquisition system is based on trigger-less FPGA technol-
ogy divided into few steps, maintaining the modularity of the system: 
TDC conversion based on MVT by means of LVDS buffers [3], concentra-
tion of signals from each end of the module and final aggregation of 
data streams with possibility to produce initial image in real-time [4].
Results
General characterization of whole system performance will be dis-
cussed, as well as preliminary time and spatial resolutions of the setup 
along with the precision of time measurement of electronic boards.
Conclusions
Commissioning of the 50 cm FOV modular plastic J-PET scanner has been 
completed at the Jagiellonian University and preliminary checks show 
that it is ready to perform tests on clinical patients. First in-vitro images 
using the J-PET prototype have been recently demonstrated [5, 6].

Fig. 1  Mobile, modular J-PET prototype, built out of 24 modules. Each 
module is composed of 13 scintillator strips, read out by a SiPM array 
from both sides.
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Background
Low-dose CT can provide about 1–3 mSv of the total delivered radia-
tion dose during a typical PET-CT scan. Although this may not be a 
substantial amount of the total dose received by the patient in con-
ventional PET-CT scans. The development of long-axial field-of-view 
scanners can allow for PET imaging with much lower injected dose, 
therefore reduction of dose delivered from the CT become more 
essential [1,2]. In this study, we made use of the Siemens Quadra 
PET-CT and investigated how to modify the CT protocol for ultra-low 
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dose. We evaluated the amount of CT dose reduction using the extra 
available CT tin filter and by changing the tube current.
Materials and methods
An anthropomorphic whole-body phantom underwent a CT study 
by a Biograph Vision Quadra PET-CT scanner three times using dif-
ferent CT parameters. Two scans were conducted using the same 
tube current (30mAs) although one of them used the Tin filter. Also, 
one scan was done using a different tube current (7mAs) and with-
out the Tin filter. The Contrast to noise ratios (CNRs) and Signal to 
noise ratios (SNRs) were calculated. Also, the effective dose for each 
scan was calculated based on the reported CTDIvol.
Results
The lowest effective dose (0.175 mSv) is related to the CT scan with 
the Tin filter (Table1). The CT image with the tube current of 7mAs 
showed a higher CNR (26.22) and SNR (10.19) (Fig.  1) and a better 
correlation (R2 = 0.98) to the normal-dose CT compare to the CT 
scan with the Tin filter (R2 = 0.87) (Fig. 2).
Conclusions
Using the Tin filter during the PET-CT studies can reduce the deliv-
ered radiation dose to the patients; still, the image quality decreases 
significantly compared to other dose reduction techniques. Future 
studies are required to assess the effect of this dose reduction on 
PET quantification in the clinical datasets.

Fig. 1  Representative axial views of CT image using A mAs 7, B mAs 
30, C mAs 30, and Tin filter along with the subtracted images with 
respect to the reference CT image; D the subtraction of CT mAs-30, 
CT mAs-7, and E the subtraction of CT mAs-30, CT mAs-30-Tin filter. 
The CNR and SNR values for each slice are available.

Fig. 2  Voxel-wise joint correlation histogram analysis of the two 
low-dose CT scans versus the normal-dose CT image: CT scan using 
the (A) mAs 7, (B) mAs 30, and Tin filter.

Table 1  Used parameters for each CT scan and their calculated Dose, 
CNR, and SNR values.

mAs-30 mAs-7 mAs-30-Tin

ref mAs 30 7 30

CARE kV 100 100 100

Pitch 1.1 1.1 1.1

Collimation (mm) 32 × 1.2 32 × 1.2 32 × 1.2

Tin filter No No Yes

CTDIvol (mGy) 1.471 0.353 0.114

DLP (mGy.cm) 155.82 37.418 11.66

Effective dose (mSv) 2.33 0.561 0.175

SSDE (mGy) 1.77 0.43 0.13

CNR 28.90 26.22 10.73

SNR 10.24 10.19 5.94
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Background
This work presents a Monte Carlo characterization of a total-body rat 
preclinical scanner obtained through experimental detector charac-
terization and simulated phantom acquisitions.
The PET modules are based on the UTOFPET BGO-based detectors in 
which the timestamp and event position are obtained via a neural net-
work. The aim is to combine both the state-of-the-art detector specifi-
cations and the excellent sensitivity given by the long axial coverage 
to obtain good performance in terms of image quality.
Materials and methods
The scanner has a diameter of 112.8 mm and an axial field of view 
of 357 mm. It is composed of 7 rings of 8 monolithic detectors. Each 
detector consists of a 51 × 51 × 12 mm3 BGO crystal read by 64 
SiPMs of 6 mm pitch. The simulations were performed using GATE. 
Simulation parameters were obtained through experimental char-
acterization of the UTOFPET detector. An event position blurring 
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of 1.1  mm FWHM (X,Y) and 1.8  mm FWHM (DOI) inside the crystal 
was applied in order to model the experimentally measured intrin-
sic spatial resolution of the detector and an energy resolution of 
15.8% was applied. Reconstruction by an ordered-subset expecta-
tion–maximization (OSEM) algorithm, as well as backprojection/
histoimage deep-learned reconstruction, are both under active 
consideration.
Results
The scanner provides a peak of sensitivity of 31.9% (energy win-
dow = 350–650 keV) and a noise equivalent count rate (NECR) peak of 
717 kcps at 14  MBq. Early characterization results with limited angle 
reconstruction proved a spatial resolution of about 1.2 mm FWHM.
Conclusions
Exploiting the AI-enhanced positioning events algorithm on BGO crys-
tals, it is possible to obtain state-of-the-art results in terms of spatial 
resolution and count rate capabilities together with an unprecedented 
sensitivity opening new possibilities for dynamic/quantitative preclini-
cal PET imaging.
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Background
Visualisation of fluid flow in the human body provides critical data 
for diagnosis of various diseases, e.g., gallstones, kidney failure, and 
CVDs. Existing diagnostic methods (ultrasound, MRI, PET, and oth-
ers) visualise the flow of liquids only, while tools to visualise the 
flow of air and matter suspended in it are currently not available. 
This limits our understanding of pulmonary and nasal drug deliv-
ery, which is crucially dependent on the fluid dynamics of drug 
aerosols in the respiratory tract and nasal cavity, respectively. In 
the present work, we propose the use of Positron Emission Particle 
Tracking (PEPT)—a variation of PET in which radiolabelled parti-
cles serve as tracers of fluid motion—to study flows through these 
routes.
Methods
Given the small scale of the respiratory and nasal passages, high accu-
racy is required for the reconstruction of suspended particulate trajec-
tories. To ensure this accuracy is reached, we formulate a probabilistic 
mathematical model and use it to quantify this uncertainty by employ-
ing Bayesian inference – a well-known method to solve high-dimen-
sional inverse problems.
Results
Our analysis quantifies the relative contribution of scanner geom-
etry to the uncertainty, revealing that increasing the field of view 
(FOV) from L/D = 0.3 (Siemens Biograph) to L/D = 2.5 (uExplorer), 
where L and D are the scanner length and diameter, dramatically 
decreases the uncertainty as shown by the solid angle calculation 
in Fig. 1.
Conclusions
The increased FOV dramatically increases the number of lines of 
response recorded, allowing us to infer each momentary posi-
tion using much shorter time intervals, over which particles only 
slightly move. The results suggest that total-body PET scanners 
can greatly improve our understanding of pulmonary and nasal 
drug delivery.

Fig. 1  Solid angle over a cross-section of a total-body (left) and a 
standard (right) PET scanners, as calculated using our mathematical 
model. The total-body PET scanner efficiency is 2–10 times higher than 
its counterpart.
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Introduction
The possibility of low-dose positron emission tomography (PET) imag-
ing using high sensitivity long axial field of view (FOV) PET/computed 
tomography (CT) scanners makes CT a critical radiation burden. Deep 
learning (DL)-based methods have been proposed to substitute CT-
based PET attenuation and scatter correction to achieve CT-free PET 
imaging. A critical bottleneck for these DL-based methods is their 
limited capability in the application in the heterogeneous domain of 
PET imaging, i.e. a variety of scanners and tracers. This study employs 
a simple way to integrate domain knowledge in deep learning for CT-
free correction for a long axial FOV PET scanner.
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Methods
In contrast to conventional direct deep learning methods, we simplify 
the complex problem by a domain decomposition so that the learn-
ing of anatomy-dependent attenuation correction can be achieved 
robustly in a low-frequency domain while the original anatomy-inde-
pendent high-frequency texture can be preserved during the pro-
cessing. The effectiveness and robustness of our proposed approach 
was verified in tests of external imaging tracers on different scanners. 
Whole body PET images of 829 patients using 18F-FDG, 18F-PSMA, 
68Ga-DOTA-TOC, 68Ga-DOTA-TATE, 68Ga-FAPI, acquired using clini-
cal PET scanners, including Biograph Vision (Siemens Healthineers), 
United Imaging uMI 780 (United Imaging), Discovery MI (General Elec-
tric Healthcare) in Shanghai and Bern, were included for the develop-
ment and testing of the proposed method.
Results
Although the method was developed using one tracer and one scan-
ner, it achieved an average whole-body normalized root mean squared 
error (NRMSE) and peak signal-to-noise ratio (PSNR) of 0.3% ± 0.2% 
and 51.5 ± 6.4 respectively for different scanners, and 0.6% ± 0.4% and 
47.5 ± 7.4 for different tracers, which have significantly improved over 
conventional deep learning methods.
Conclusion
The proposed decomposition-based method provides a simple 
approach to incorporating domain knowledge in deep learning, which 
can significantly improve the performance and robustness of CT-free 
PET correction.

Fig. 1  Exemplary test results of external imaging tracers on different 
scanners.

Fig. 2  Exemplary test results of 18F-FDG imaging from SIEMENS 
Healthineers Biograph Vision Quadra.

Fig. 3  General protocol of our proposed domain knowledge inte-
grated deep learning method.
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Context
Total body Positron Emission Tomography (PET) opens an area of 
feasible large axial single PET acquisition with quasi-simultaneous 
dual-tracer injection. Dual-tracer acquisitions allow to eliminate physi-
ological changes and external or internal movements that would 
occur between two independent scans separated by several days. The 
main goal of this study is to develop a robust technique to reconstruct 
two separate PET dynamic images from a single dataset regardless 
of any clinical scenarios with the least number of assumptions and 
parameters.
Methodology
The Arterial Input Function (AIF) can be extracted from Image-derived 
Input Function (IDIF) and modeled linearly using three exponential 
terms.
The generic and linear spectral model in combination with the NNLS 
algorithm are used to quantify the dynamic PET. The net uptake of the 
tracer ( Knet ) is estimated for each realization.
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Simulations
Realistic synthetic data were simulated in order to evaluate the per-
formance of our approach; Time Activity Curves (TACs) of [18F]-FCH 
and [18F]-FDG were generated using kinetic parameters from the lit-
erature. Two-tissue compartmental model is used to create noise-free 
tissue TACs and Gaussian noise is added to some extent. Different 
injection delays were considered within an acquisition of 60 min.
Results and discussion
To visualize the performance of the presented approach, the error 
of estimating Knet is provided with single or dual-tracer injection in 
Fig. 1. Compared to the advantage of the proposed system, the error 
of dual-tracer is acceptable for an injection delay of 20 min. The essen-
tial advantage of this model lies in the fact that the least number of 
assumptions and tuning parameters is required. Preclinical experi-
ments were performed and are currently being processed. The results 
will be presented at the conference.

Fig. 1  Bias of Knet estimations for the case of single and dual-tracer in 
different injection delays.
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Background
Parametric imaging (metabolic rate and volume of distribution) on the 
Biograph mCT and on the Vision Quadra (Siemens) currently requires 
long scan durations up to 80  min. We aim to shorten the the scan 
duration by deriving the entire patient-specific arterial input function 
(AIFid) from late dynamics.
Material and methods
32 patients were dynamically examined with [F-18]-FDG at the mCT 
using Flowmotion technique over 80  min p.i. Image-derived popula-
tion-based input functions (PBIF) were generated from these exams. 
AIFid was calculated by normalizing the patient-specific blood activity 

concentrations of the last 30 min to the late dynamics of gender-spe-
cific PBIF, followed by a weighting. Using the implemented AIF (Sie-
mens Patlak Suite) and AIFid (Fig.  1), Patlak reconstructions were 
performed and analyzed quantitatively and qualitatively (Fig. 2).
Results
A good agreement between AIF and AIFid was found with an area 
under curve (AUC) difference of 1.7% ± SD 5.3%. We observed a small 
difference in the comparison of AIF to AIFid in metabolic rate (Ki) 
and volume of distribution (Vd) of 0.3+ − 12.5% and 3.4%+ − 15.8, 
respectively.
Conclusions
We showed that a reduction of the scan time to 30 min is feasible with 
our method for the mCT. We are currently transferring and evaluating 
this method for the Quadra using the Patlak reconstruction of the e-7 
tools. Based on the better image quality of the Quadra due to higher 
sensitivity, temporal and spatial resolution, we aim to further shorten 
the acquisition time and reduce the influence of the AUC by more 
accurate placement of the VOI in the aorta for derivation of the AIF.

Fig. 1  Comparison of implemented AIF and calculated AIFid.

Fig. 2  Qualitative comparison  of Patlak images based on a AIF 
(Ki,max=0.144 1/min) and b AIFid (Ki,max=0.147 1/min).
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Background
Metastasis which accounts for 90% of cancer-related deaths occurs 
when cancer cells detach from their primary site in distant organs. 
Larger lesions can be detected through non-invasive clinical imaging 
modalities such as MRI, CT, and PET scan [1]. Although these imaging 
modalities are capable of detecting large lesions caused by metasta-
ses, they do not offer the required sensitivity to detect small lesions 
caused by the early spread of metastatic tumor cells [2]. Nowadays 
there is an intense development of a novel generation of the Total-
Body PET tomographs, able to provide higher sensitivity due to their 
larger axial field of view. Jagiellonian PET collaboration is developing a 
new cost-efficient generation of Total-Body PET based on plastic scin-
tillators [3]. In this contribution, a feasibility study of the lesions’ detec-
tion employing the total-body J-PET scanner is presented.
Methods
In this study, to estimate metastasis lesions detectability by Total-Body 
J-PET with GATE software, a series of digital XCAT phantoms with (as 
experimental population) and without (as control population) centim-
eter grades lesions in the liver are used.
Results
The comparison of reconstructed images of the XCAT phantoms both 
from the control and experimental population is used as a metric to 
determine lesion detectability of Total-Body J-PET. Utilization of the 
advanced coincidence preselection along with the larger axial field-of-
view (AFOV) coverage by Total-Body J-PET, enhance the detection of 
the centimeter grade lesions. It was established that the lesion detect-
ability depends on the lesion size and the target to background ratio 
(TBR).
Conclusions
It was demonstrated that the Total-Body J-PET tomograph will be 
capable of detecting centimeter-grade lesions with 2:1 TBR. The 
achieved results confirmed the influence of large AFOV of Total-Body 
J-PET in the improvement of the sensitivity and subsequently detec-
tion of less aggressive lesions (1 cm with 2:1 TBR).
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Background
Large axial field of view (LAFOV) PET enables whole-body dynamic 
imaging and provides the unique opportunity to describe complete 
pharmacokinetic procedure. Physiologically based pharmacokinetic 
(PBPK) models are often applied in pharmacology to describe deliv-
ery and interaction of pharmaceuticals with multiple organs in the 
body. This study aims to establish an approach for PBPK modelling on 
dynamic LAFOV PET.
Materials and methods
Twenty-four oncological subjects underwent dynamic 18F-FDG 
scans for 65  min after intravenous bolus injection of 18F-FDG a 
LAFOV PET/CT system. Time activity curves (TACs) of multiple organs 
such as liver, spleen, heart, lungs, pancreas, intestine, kidneys, blad-
der, artery, and vein were extracted by semi-automatic or manual 
outline. A novel systematic fitting approach was developed to fit 
multiple interrelated ordinary differential equations (ODEs) on the 
measurements and estimate PBPK parameters for the investigated 
tracer.
Results
Our preliminary tests showed the systematic fitting converges. It is 
able to solve the model’s ODEs numerically and the fitting results 
generally agree with the generated TACs. The accuracy of fitting is 
sensitive to the initial conditions of the numerical solution of sys-
tem’s ODEs. The fitting of liver, lungs and kidneys is still not perfect. 
The bladder has large deviation and needs further optimizations.
Conclusions
The preliminary results demonstrated that it is feasible to establish 
systemic estimation of PBPK model on the whole-body dynamic PET 
imaging. The optimization of the tissue curves, fitting and physio-
logical interpretation of the new approach is ongoing.
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Aim/introduction
Multiparametric FDG PET imaging based on the Patlak model 
requires the late (50–70  min) dynamic whole-body (D-WB) tissue 
data combined with the full (0–70  min) image-derived input func-
tion (IDIF). Our aim was to replace the IDIF with a population-based 
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input function (PBIF) and validate its use in a large cohort of 
patients, allowing us to develop a clinical feasible 20-min multipara-
metric scan protocol (Fig. 1).
Materials and methods
Invasive 120-min arterial input functions were sampled in 20 
patients and used to generate a PBIF by using a multi-exponential 
model, describing tracer behaviour in the circulation, convolved by 
the shape of the tracer infusion (Fig. 2). The PBIF was scaled to the 
patient’s individual IDIF from 50–70 min.
The PBIF’s performance was tested against a cohort of 171 unique 
patients that had 70-min D-WB FDG scans, divided into 6 pairs of 
“test” vs “control” groups according to the presence/absence of: dia-
betes, low cardiac ejection fraction, elevated blood pressure, excess 
weight, low eGFR and advanced age. Finally, the PBIF was used to 
generate 20-min D-WB-PET parametric images, which were com-
pared to standard 70-min D-WB images.
Results
When testing the 12 reference subgroups based on patient charac-
teristics, the use of a PBIF to replace the IDIF had a bias between 1 
and 5%, except for patients with diabetes or with low eGFR, where 
the biases were marginally higher at 7%. Multiparametric images 
based on a short 20-min D-WB-PET and the reference PBIF (Fig.  3) 
were visually indistinguishable from images produced by the full 
70-min D-WB-PET and individual IDIF.
Conclusion
We have developed and validated a PBIF that enables multiparamet-
ric imaging based on a 20-min FDG D-WB PET acquisition on both 
conventional and total-body PET/CT scanners.

Fig. 1  The two scan protocols on Siemens Biograph Vision 600.

Fig. 2  The PBIF.

Fig. 3  Multiparametric images of a 20-min D-WB PET/CT scan.

P33  
Total‑body dual‑isotope PET imaging is a useful tool for probing 
metabolic heterogeneity in lung cancer
Robert Bielik, Gavin Brown, Agata Mrowinska, Gaurav Malviya, Dmitry 
Solovyev, David Y. Lewis*
Cancer Research UK Beatson Institute, Garscube Estate, Switchback Road, 
Glasgow, G61 1BD, Scotland, UK
Correspondence: David Y. Lewis (lewis@beatson.gla.ac.uk)
EJNMMI Physics 2023, 10(1):P33

Background
Metabolic heterogeneity is a hallmark of lung cancer [1]. PET imag-
ing can non-invasively detect altered metabolism of tumours but new 
imaging methods are required to capture the broad spectrum of met-
abolically diverse lung tumours [2]. Herein, we show that total-body 
dual-isotope PET imaging with two metabolic probes can be used for 
probing tumour heterogeneity in lung cancer.
Materials and methods
We used a KrasG12D/+, p53−/− genetically engineered mouse model of 
non-small cell lung cancer and evaluated the metabolic heterogene-
ity in vivo by dynamic, total-body, dual-isotope PET/MRI imaging using 
[1-11C]acetate (ACE) and [2-18F]fluorodeoxyglucose (FDG). We devel-
oped an imaging protocol for the sequential injections of two meta-
bolic probes and a protocol for a bolus co-injection of both tracers 
to follow the biodistribution which was resolved based on two-time 
point radioactivity measurements and the different half-life of C-11 
(20.4 min) and F-18 (109.8 min).
Results
We found that dual-isotope PET imaging was able to detect two 
distinct metabolic phenotypes in the KrasG12D/+, p53−/− model of 
lung cancer—one was associated with increased glycolysis (FDG-
avid tumours) and the second was linked to enhanced oxidative 
metabolism and fatty acid metabolism (ACE-avid tumours). We 
characterized both tumour subtypes and defined optimal proto-
col for the imaging. We saw that early imaging with [1-11C]acetate 
was useful for the detection of oxidative metabolism whereas late 
imaging showed increased specificity for de novo fatty acid syn-
thesis in lung tumours. An example of PET images with ACE and 
FDG-avid tumours is shown in Fig. 1A and time-activity curves are 
in Fig. 1B.
Conclusions
We demonstrated that dual-isotope PET/MR imaging can be a useful 
tool for probing metabolic heterogeneity in a model of non-small cell 
lung cancer. This method could be translated and applied in clinical 
practice to enable visualization of tumour heterogeneity, aid patient 
stratification and guide personalized therapy.
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Fig. 1  Total-body dual-isotope PET/MR imaging using [11C]acetate 
and [18F]FDG in the KrasG12D/+, p53−/− mouse model of lung can-
cer. (A) Transversal PET/MRI images for three different tumours—PET 
images were acquired early between 10 and 20  min post-injection, 
late between 80 and 100 min post-injection for [11C]acetate and late 
for [18F]FDG. Tumours T1, T2 and T3 are arrowed, and H indicates the 
heart. (B) Time activity curves for [11C]acetate and [18F]FDG in the 
tumours and a muscle. Windows of optimal acquisition time are high-
lighted for the early and late imaging with [11C]acetate and [18F]FDG.
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Background
Zr-89 immunoPET images suffer from high noise due to low count 
rates associated with the long half-life of Zr-89 (T1/2 = 78.4 h), needed 
to match the slow kinetics of monoclonal antibodies (mAbs). Long 
axial field-of-view (LAFOV) PET systems have shown an improvement 
in signal-to-noise ratios. Fully 3D reconstructions can maximize these 
benefits, but also result in a non-uniform sensitivity profile across the 
axial FOV [1]. The purpose of this study was to compare noise and 
semi-quantitative parameter values between images reconstructed 
with a maximum ring difference (MRD) of 322 and of 85 for different 
scan durations.
Materials and methods
A patient with metastatic breast cancer was scanned on day 4 after 
injection of 37 MBq Zr-89-mAb. List mode PET data was reconstructed 
offline (E7Tools, Siemens Healthineers) with 1.65  mm isotropic vox-
els for three scan durations (30, 10 and 3 min) and two MRD settings 
(MRD85, MRD322). A 3 cm diameter sphere was placed in the liver to 
assess the coefficient of variation (COV). Two lesions, corresponding to 
cervical lymph nodes (Fig. 1), were segmented with a semi-automat-
ically method A50P, a contrast corrected threshold for local tumor-
to-background activity at 50% of the lesion’s SUVpeak, to investigate 
differences in SUVmax and SUVpeak.

Results
SUVmax values of the lesions were higher with MRD85 than with 
MRD322 for all scan durations, while SUVpeak was similar (Table 1). The 
COV in the liver was 10.3 and 7.9% (30 min), 18.8 and 14.1% (10 min), 
and 33.6 and 23.4% (3 min) for MRD85 and MRD322, respectively.
Conclusions
Fully 3D reconstruction of LAFOV PET data reduces noise levels in the 
liver (centre of FOV) by 25–30%.. Using the LAFOV PET scanner, even 
a 3 min unfiltered image provides reasonable image quality for lesion 
identification in immunoPET, when using fully 3D reconstruction with 
MRD322 (Fig. 1).

Table 1  SUVmax, SUVpeak and SUVmean of two lesions using a 41% 
SUVmax iso-contour. L1: cervical lymph node, L2: sacrum.

Scan duration 30 min 10 min 3 min

SUV Max Peak Max Peak Max Peak

L1 MRD85 15.1 6.1 15.1 6.1 15.5 6.1

MRD322 14.0 5.9 13.6 6.0 14.7 5.8

L2 MRD85 11.7 4.1 14.0 4.3 13.6 4.5

MRD322 10.6 4.1 12.5 4.3 14.1 4.5

Fig. 1  Maximum intensity projections for 30 min and 3 min scan 
durations (top and bottom), and MRD85 and MRD322 reconstruction 
settings (left and right). The two quantified lesions are indicated by 
arrows.
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Introduction
Total-body positron emission tomography (PET) imaging has the 
potential to transform medical care of a number of diseases and aug-
ment our knowledge of systems biology. Various detector designs 
and geometries are currently under development for total-body PET 
imaging of humans. This variety of PET scanner detector geometries 
coming to market at present, and in particular the variation in axial 
field-of-view (aFOV), motivates a need to compare the performance of 
these devices in a consistent simulated environment.
Methods
We present an open-source Geant4 simulation package [https://​
github.​com/​bwynn​eHEP/​Simpl​ePetS​canner], allowing variation of 
relevant parameters such as detector aFOV and the radioactive tracer 
isotope from the Linux command line. Two simplified detector geom-
etries based on the EXPLORER [1] and Siemens Quadra [2] models 
are supported with variable granularity. Intrinsic radioactivity of the 
detector crystals is fully simulated. The simulation can be viewed with 
the built-in GUI, and results are saved in a plain text format for easy 
analysis.
Results
Example Python analysis code is provided with the simulation, dem-
onstrating calculation of the noise equivalent count rate (NECR) 
figure of merit using an approximation to the NEMA NU 2–2012[3] 
standard method (Fig.  1). Preliminary results show a dependence 
between the detector aFOV and the length of the source, with peak 
NECR plateauing as the detector extends beyond the region of inter-
est (Fig. 2).
Additional outputs from the simulation are demonstrated, such as 
phantom attenuation measured using the detector intrinsic radioac-
tivity (Fig. 3).
Conclusion
Simulation allows for rapid assessment of detector performance in 
a variety of scenarios, demonstrating a link between aFOV and test 
source length that was not clear from published experimental data. 
Further studies with low source activity, or detector intrinsic radioac-
tivity, may also demonstrate the importance of detector aFOV.

Fig. 1  Example simulations of “true” (i.e. unscattered) and scattered 
positron decay events from an F18 linear source are shown in a detec-
tor based on the Siemens Quadra model. NECR is calculated with 
decaying source activity, showing very similar performance for the Sie-
mens Quadra and EXPLORER detectors with a 700 mm linear phantom.

Fig. 2  Peak NECR as the source activity decays is investigated for vary-
ing detector aFOV and length of the linear source. Results for an initial 
F18 source activity of 1100 MBq are shown in subfigures A and B, and 
for 20 MBq initial activity in subfigures C and D. In each case we see an 
approximately linear improvement in peak NECR with detector aFOV 
until the point where detector aFOV equals source length, when the 
improvement begins to plateau.

Fig. 3  Example measurement of photon attenuation in a cylindrical 
phantom, using the intrinsic radioactivity of Lutetium in the detector 
crystals. Total deposited energy is presented within the rendered sim-
ulation (A) and as flattened histograms with photon energy windows 
of 100–900 keV (B) and 300–600 keV (C). These results use 2 × 107 sim-
ulated events, corresponding to ~ 1.3 s activity. Attenuation due to the 
100 mm phantom is visible in the central region.
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Background
The surface finish of PET scintillation crystals can have a large effect on 
the optical photon transport and collection efficiency, thereby affect-
ing the timing, the energy resolution and for monolithic detectors, 
positioning accuracy of gamma interactions. Cerenkov enables TOF in 
BGO, but timing is based on a small number of emitted photons and 
therefore it becomes critical to optimize the surfaces.
Materials and methods
GATE v9.2 was used to simulate 511 keV gamma photon interactions 
in different PET detectors. It further tracks the optical (scintillation and 
Cerenkov) photon transport to the detector face, with surface reflec-
tions modelled by the LUT Davis Model [1]. We investigate different 
detector geometries (monolithic 50 × 50 × 16 mm3 and pixelated 
3 × 3 × 20 mm3), materials (LYSO and BGO), side surfaces and detector 
surfaces and compare their collection efficiencies.
Results
Figure  1 shows a comparison of the optical photon collection effi-
ciency for the different detectors and surfaces. Black side surfaces 
lead to the lowest collection efficiency while reflective side surfaces 
show the highest. A rough surface at the readout side leads to a larger 
number of detected photons. It transmits fewer of the low angle-of-
incidence photons but allows for more of the high angle-of-incidence 
photons to pass. This results in improved collection efficiency for 
monolithic detectors or reflective side surfaces because in this case 
a relatively large amount of photons reach the detector with a high 
incidence angle. For monolithic BGO, Fig. 2 shows that a rough detec-
tor surface also allows the very first photons to be detected more 
efficiently. The effect is not as pronounced for LYSO or a pixelated 
detector.
Conclusion
The use of a rough detector surface improves the timing resolution for 
monolithic BGO detectors, especially for reflective surfaces. The trade-
of is of course more difficult positioning, but this could potentially be 
resolved with deep learning.

Fig. 1  Total number of photons detected per gamma event for differ-
ent detectors and surface finishes, assuming an SiPM photon detec-
tion efficiency of 50%. Both detector surfaces are coupled to the SiPM 
array by optical grease (refractive index = 1.5). The side surfaces are a 
polished surface coupled with optical grease to a specular reflector 
(PolishedESRGrease), a rough surface coated with black paint (Rough-
Black) and a rough surface with no coating (Rough). The top surface is 
always PolishedESRGrease.

Fig. 2  Average delay between the gamma photon entering the scintil-
lation crystal and the detection of the n-th optical photon for mono-
lithic BGO, with an SiPM photon detection efficiency of 50%.
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Background
This project is a medical imaging application of the ongoing R&D from 
the DarkSide collaboration, a direct dark matter particle search via Liq-
uid Argon (LAr) targets, where LAr time projection chambers are used 
to identify particle interactions for WIMP detection. The collaboration 
has demonstrated the true power of the advancing LAr detector tech-
nology. They are also making significant strides in low-radioactivity 
argon procurement and cryogenic photosensor development and fab-
rication. With these advances in hand, the principle of 3DΠ has been 
developed.
Materials and methods
The 3DΠ is a Total-Body (TB), Time Of Flight (TOF), Positron Emission 
Tomography (PET) silicon photomultiplier–based scanner. It utilizes 
a Xenon-doped LAr (LAr + Xe) scintillator, with an axial field-of-view 
(AFOV) of 200 cm and 9 double-sided concentric rings of SiPM panels. 
The 3DΠ Monte Carlo simulation package has been derived from the 
DarkSide simulation package based on the Geant4 toolkit. The analy-
sis was conducted via ROOT. Our purpose was to evaluate the perfor-
mance of the 3DΠ scanner using the NEMA NU 2–2018 standards for 
spatial resolution, sensitivity, image quality, count rate performance, 
and timing resolution.
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Results
The spatial resolution at full width at half maximum at 1 cm and center 
AFOV, in the radial, tangential, and axial directions are 9.18, 9.53, and 
7.66 mm, respectively. The sensitivity is 510.39 kcps/MBq at the center 
and 439.95 kcps/MBq at a 10  cm offset. The peak noise-equivalent 
count rate (NECRs) is 6.93 × 104 kcps, for an activity of 176.02 MBq and 
the respective scatter fraction is 35%.
Conclusions
These preliminary results demonstrate that our scanner’s system 
performance is comparable to, if not better than other, commercial 
scanners.
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Background
Total Body (TB) PET systems have become so sensitive that 30-s body 
acquisitions seem feasible. Practical patient throughput is however 
limited mostly by patient positioning on the bed. A new flat panel 
high-resolution Walk Through (WT) TB-PET design with patients in 
upright position was therefore proposed [1]. To investigate the extent 
of patient motion (which can be larger in such a design) a WT-TB-PET 
mock-up was built (Fig.  1). Motion analyses compared the impact of 
free-breathing (normal) vs breath-hold induced body motion in the 
WT-TB-PET.
Materials and methods
The study included 15 ‘healthy’ participants. The subject wore a body-
tight surf shirt (to accurately detect breathing motion at chest and 
abdomen), a cutting collar around the neck with two markers at the 
shoulders and glasses with patterns (for head motion). To estimate 
chest and abdominal movement information (with/without breath-
hold), surface motion of a checkerboard sticker placed on the body 
was tracked and analysed. A 30-s ‘acquisition’ with real-time motion 
tracking was performed using four webcams (Fig. 1).
Results
Figure 2 shows that shoulder motion is negligible, while head motion 
is most significant and will need to be compensated for when includ-
ing the brain in the field-of-view. It was observed that, on average, 
breath-hold reduces rigid body motions (as further exemplified by the 
positioning curves shown in Fig. 3). Three participants had larger aver-
age motions during breath-hold than with free-breathing, suggesting 
difficulties in holding breath for 30 s or related to variations in breath-
hold techniques.
Conclusions

Motion of subjects standing upright in the WT-TB-PET is limited (and 
largest for the head) and close to the expected spatial resolution of 
2 mm. The comparative study demonstrates that a 30 s breath-hold is 
feasible and minimizes body motion. Further testing with PET-specific 
patient groups will be performed to assess breath-hold techniques 
and potential motion compensation techniques.

Fig. 1  (a) Pictogram instruction sheet given to the participants. (b) 
Three web cameras facing the front of the person and centered to the 
height of the glasses (for head motion), chest and abdomen (to detect 
breathing motion through surface movement tracking of a checker-
board pattern). (c) One web camera placed at the top to track shoulder 
and head motion.

Fig. 2  Motion analysis results shown as bar graphs. The deviation (dis-
tance) from the mean position (± standard deviation) averaged across 
all 15 participants is reported. Results are compared between free-
breathing (normal) and breath-hold.
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Fig. 3  Using the Apple Motion software, tracker points were placed 
at the respective positions of interest and here examples of recorded 
tracking (positioning) curves are shown. Deviation from mean position 
is plotted over the whole ‘acquisition’ time of 30  s. Results are com-
pared between free-breathing (normal) and breath-hold.
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Background
PET protocols involving dynamic acquisition and reconstruction 
of PET emission data allow for full quantification of tracer kinetics. 
With the introduction of long axial field-of-view (LAFOV) PET sys-
tems, tracer kinetics of multiple organs of interests can be studied 
in a single bed position without any need for scanner bed move-
ment [1,2]. These advances enable use of non-linear compartmen-
tal kinetic models for estimation of kinetic microparameters from 
different structures of interest. However, the irreversible 2-tissue-
compartment (2TC-3k) might cause artefacts in parametric images 
of some organs when applied to whole-body 18F-FDG datasets [3]. 
Here, we propose a method that utilizes deep learning-based organ 
segmentations to select an appropriate kinetic model for each organ 
of interest.
Materials and methods
Twenty-six oncological patients with a heterogenous set of tumour 
types received dynamic 18F-FDG scans lasting 65  min using Bio-
graph Vision Quadra LAFOV PET/CT scanner. A deep learning-based 

software prototype for organ segmentation was used to obtain 
automatic segmentations of liver, lungs, kidneys, whole heart, 
aorta, spleen, bone, and whole brain. A qualified nuclear medicine 
physician segmented tumour lesions from 48 lesions. TACs were 
extracted from these regions and were fitted using three different 
models: blood volume model (BV), 1-tissue-compartment model 
(1TC-2k), and 2-tissue-compartment model (2TC-3k). Akaike infor-
mation criterion (AIC) and corrected AIC (AICc) were used for evalu-
ation of models.
Results
According to AIC criteria, vascular structures favoured BV model, liver, 
lungs, and whole heart favoured the 1TC-2k model, and kidneys, 
spleen, bone and whole brain favoured the 2TC-3k model (Table  1). 
The 2TC-3k was favoured by 92% of tumour lesions. There was a strong 
agreement between AIC and AICc findings. Comparison of parametric 
images generated using the proposed method and the standard 2TC-
3k model are shown in Fig. 1.
Conclusion
Tissue-specific kinetic models are required for appropriate compart-
mental modelling of whole-body dynamic PET data from LAFOV PET 
scanners. The proposed method can serve to improve the accuracy 
of microparameter estimation and enhance whole body parametric 
imaging.

Table 1  Model preference for different organs and tumour lesions 
according to AIC.

Liver 
(%)

Lungs 
(%)

Kid‑
neys 
(%)

Heart 
(%)

Spleen 
(%)

Blood 
(%)

Bone 
(%)

Whole 
brain 
(%)

Tumour 
lesions 
(%)

BV 0 4 0 50 0 100 0 0 2

1TC-2 k 88 96 0 50 35 0 0 0 6

2TC-3 k 12 0 100 0 65 0 100 100 92

Fig. 1  Coronal slices of SUV image (A), and label image showing the 
preferred kinetic models by tissue segment (blue: BV, green: 1TC-2 k, 
red: 2TC-3 k) (B). Parametric Vb (blood volume) images generated with 
2TC-3 k applied to each voxel (C) and with the proposed method (D). 
Red arrows indicate artefacts in heart and vascular structures when 
the 2TC-3 k model was used to fit all voxels.
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Background
Monolithic instead of pixelated detectors have the advantage of much 
better spatial resolution (1–1.5 mm), 6-layer DOI [1,2]. By using these 
detectors in a vertical flat panel TB-PET [3] both sensitivity and spatial 
resolution (reduced acolinearity) are optimized. This design will be 
used to extend our research on effects of drought and climate change 
(now performed on small parts of plants in Molecubes Beta-Cube PET) 
and cats and dogs (aggression/brain receptors and oncology) towards 
total subject imaging at higher resolution and sensitivity. In this work 
we simulate the potential such a configuration for imaging plants and 
veterinary animals.
Methods
The spatial resolution was evaluated using back-to-back photon Gate 
simulation of 8 point sources (Fig.  1.) A high-resolution CT scan of a 
large tomato plant (about 1  m high) was obtained on a clinical Sie-
mens mCT (70 keV, sequential CT with 0.6 mm slices). These data were 
converted into a virtual PET with different levels of activity (lowest for 
leaves, middle for stem and highest for tomatoes itself ) and used as 
input for Gate. The plant is placed upright. Spatial resolution, sensitiv-
ity and scatter fraction are compared to another Total Body PET sys-
tem, Siemens Quadra [4]. The same process is repeated for a previously 
acquired high resolution CT scan (acquired on the same Siemens mCT) 
of a cat and beagle dog.
Results
Spatial resolution ranged from 0.9 to 1.35  mm in all positions and 
directions, which should result in sub 2  mm resolution if positron 
range and acolinearity are taken into account. As the objects are small 
(cats and dogs) and have low density (plants) attenuation and scatter 
is also significantly lower than in humans, which also enables to use 
the full acceptance angle (and sensitivity increase) of TB-PET as there is 
low negative impact of attenuation and scatter on oblique LORs.

Fig. 1  MIP rendering of acquired Full tomato plant CT (0.6 mm/70 keV) 
and cat-CT scan (slice and rendering) and dog render.

Fig. 2  Positioning of 8 point sources in gantry of walk through PET.
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