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Abstract 

Background: Single-photon emission computed tomography (SPECT) provides a 
mechanism to perform absorbed-dose quantification tasks for α-particle radiopharma-
ceutical therapies ( α-RPTs). However, quantitative SPECT for α-RPT is challenging due 
to the low number of detected counts, the complex emission spectrum, and other 
image-degrading artifacts. Towards addressing these challenges, we propose a low-
count quantitative SPECT reconstruction method for isotopes with multiple emission 
peaks.

Methods: Given the low-count setting, it is important that the reconstruction method 
extracts the maximal possible information from each detected photon. Processing data 
over multiple energy windows and in list-mode (LM) format provide mechanisms to 
achieve that objective. Towards this goal, we propose a list-mode multi energy window 
(LM-MEW) ordered-subsets expectation–maximization-based SPECT reconstruction 
method that uses data from multiple energy windows in LM format and include the 
energy attribute of each detected photon. For computational efficiency, we developed 
a multi-GPU-based implementation of this method. The method was evaluated using 
2-D SPECT simulation studies in a single-scatter setting conducted in the context of 
imaging [ 223Ra]RaCl2 , an FDA-approved RPT for metastatic prostate cancer.

Results: The proposed method yielded improved performance on the task of esti-
mating activity uptake within known regions of interest in comparison to approaches 
that use a single energy window or use binned data. The improved performance was 
observed in terms of both accuracy and precision and for different sizes of the region 
of interest.

Conclusions: Results of our studies show that the use of multiple energy win-
dows and processing data in LM format with the proposed LM-MEW method led to 
improved quantification performance in low-count SPECT of isotopes with multiple 
emission peaks. These results motivate further development and validation of the LM-
MEW method for such imaging applications, including for α-RPT SPECT.
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Background
Radiopharmaceutical therapies (RPTs) with α-particle emitting isotopes are show-
ing significant promise in multiple clinical and pre-clinical studies [1, 2]. This cancer 
therapy approach sees the localized emission of cytotoxic, high linear energy transfer, 
helium nuclei at sites of disease. Several such therapies are being actively investigated or 
recently approved, including those based on radium-223 [3], actinium-225 [4], and tho-
rium-227 [5–7]. The α-emitting RPTs ( α-RPTs) are designed to target tumors, but these 
isotopes can also be absorbed by other regions inside the body and can potentially dam-
age normal tissues and vital organs [8, 9]. Thus, it is essential to quantify the absorbed 
dose in both target lesions and in at-risk organs in the application of α-RPTs. In addition, 
quantification of absorbed dose can help to adapt treatment regimens, predict therapy 
outcomes, and monitor adverse events [10].

Since the decay of α-emitting radionuclides usually also emits photons, single-photon 
emission computed tomography (SPECT) provides a mechanism for in vivo reconstruc-
tion of the isotope activity distribution and the resultant absorbed-dose distribution in 
α-RPTs [8, 11–14]. However, performing this reconstruction task is challenging. A key 
reason is that due to high linear energy transfer of α-particles, a low amount of activity 
is typically administered—of the order of ∼ 10 MBq—to reach therapeutic effectiveness. 
This results in the detected number of counts when performing SPECT for α-RPTs to be 
very small, around three orders of magnitude lower than that in conventional quantita-
tive SPECT (QSPECT) applications [15, 16]. Another major reason is that the emission 
of α-emitting isotopes typically follows a complex cascade of several α (and β ) emissions 
through several daughter nuclides that themselves emit photons. Thus, the photon emis-
sion spectra of these radionuclides are complex. A sample Monte Carlo (MC)-simulated 
energy spectrum is shown in Fig.  1 for 223Ra-based α-RPT SPECT. Additionally, the 
image-degrading effects in SPECT such as noise, attenuation, scatter, and collimator-
detector response further complicate the quantification process. It is observed that con-
ventional QSPECT methods yield a high value of bias (19%–35%) and standard deviation 
(12%–30%) in the estimated activity uptake of different regions of interest [8, 11, 12]. To 

Fig. 1 A Monte Carlo-simulated energy spectrum for 223Ra-based α-RPT SPECT in 2-D. The activity map 
was a single-voxel 2-D phantom and the attenuation map considered is shown in Fig. 3b. The Monte 
Carlo simulation process is as described in “Agreement between path-based modeling approach and MC 
simulation” section except for including multiple order of scatters. The three photopeak energy windows are 
shown in color. (EW1 = 68–102 keV, EW2 = 123–184 keV, EW3= 243–297 keV)



Page 3 of 24Rahman et al. EJNMMI Physics           (2023) 10:40  

address these challenges in α-RPT SPECT, there is an important need to develop new 
low-count quantitative SPECT reconstruction methods for isotopes with multiple emis-
sion peaks.

Since the number of detected counts can be very small for applications including α
-RPT SPECT, for reliable quantification, it is imperative that the designed method pro-
cesses most of the detected photons and extracts the maximal possible information from 
each detected photon. In that context, SPECT systems acquire data over a wide energy 
spectrum, collect data in list-mode (LM) format, and, as part of that, also measure the 
energy attribute for each detected photon. Each of these capabilities provides an oppor-
tunity to improve the performance of QSPECT methods at these low-count levels. As 
stated earlier, α-emitting isotopes follow a complex emission pattern. Thus, the emission 
spectra of α-emitting isotopes usually consist of multiple photopeaks, and data can be 
collected over multiple energy windows corresponding to these photopeaks. Processing 
data over these multiple windows enables extracting information from a larger number 
of photons. It was shown that using data from multiple energy windows can theoretically 
improve the precision in estimating uptake in regions of interest for Y-90 SPECT [17]. In 
a singular value decomposition-based investigation, it was shown that modeling scatter 
in multiple energy windows improved the noise characteristics of reconstructed images 
[18, 19]. Further, with α-particle SPECT, using multiple energy windows improves the 
detected counts by 40% [11], increasing the effective sensitivity of the system. Thus, 
using data from multiple energy windows may improve performance of QSPECT for α
-RPTs.

Next, processing the data in LM format provides a mechanism to extract the maxi-
mal information content from each photon. In LM data format, the attributes of each 
detected photon such as the position of the interaction in the scintillation detector, the 
energy deposited by the detected photon in the detector, and the time of detection can 
be recorded. Typically, these attributes are binned, which leads to loss of information. 
Since LM data do not suffer from binning-related information loss unlike the typical 
binned data, it provides an opportunity to extract maximal information from detected 
photons. Previous studies have shown that processing the data in LM format, as opposed 
to the binned format, can improve performance [20–23], including on estimation tasks 
[21, 24]. More specifically, using the energy attribute of the detected LM event may 
improve quantification. For example, using the energy information may improve scatter 
compensation. This is because the primary scatter mechanism as the photon traverses 
through human body is Compton scatter, and in this scatter process, the angle of scatter 
is directly related to the energy of the scattered photon [25, 26]. Thus, the energy attrib-
ute constrains the potential paths that a scattered photon may have taken before being 
detected [27]. In fact, Guérin et al. [28] observed in PET-based simulation studies that 
incorporating the energy attribute while performing scatter correction reduced the bias 
in the activity distribution estimates by up to 40% for a single-scatter simulation model. 
However, conventional QSPECT methods are typically designed to reconstruct the 
activity uptake distributions from binned projections, and thus, the LM data, including 
the energy attribute, is binned to enable processing with these methods. A method that 
processes the data in LM format, including the energy attribute, may provide a mecha-
nism to improve performance of QSPECT for α-RPTs.
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Based upon these premises and motivated by the goal of addressing the challenges 
of α-RPT SPECT, in this manuscript, we propose a low-count-SPECT reconstruction 
method for multi-emission-peak isotopes that uses data from multiple energy windows 
(MEW) in LM format and including the energy attribute of each detected photon. The 
proposed method, referred to as LM-MEW SPECT reconstruction method, compen-
sates for scatter, attenuation, and collimator-detector response. The method is based on 
inverting the physics of the forward model of the LM data acquisition process. Thus, as 
part of designing the method, we first develop a model for the acquisition of LM data 
specifically in the context of multi-emission-peak isotopes. The model advances upon a 
previously proposed approach [27, 29], but while the previous approach considered only 
isotopes with a single photopeak, the advanced approach proposed here accounts for 
isotopes having multi-peak emission spectra. Following the design of the reconstruction 
method, we develop an ordered-subsets version of the method and implement it using a 
parallelized multi-graphics processing unit (GPU) routine for computational efficiency. 
The method is then objectively evaluated on the quantitative task of estimating activity 
uptake within known regions in the context of α-RPT SPECT with [ 223Ra]RaCl2.

Method: theory and implementation
The central idea of the proposed method is to estimate the activity distribution that 
maximizes the likelihood of the LM data detected by the SPECT system across multiple 
energy windows, where the LM data include the energy attribute. We begin by deriving 
an expression for the likelihood of this data. To maximize the high-dimensional likeli-
hood, we derive an expectation–maximization algorithm. For computational efficiency, 
we then formulate an ordered-subsets version of this technique.

Problem formulation

Consider a SPECT system that is imaging a patient administered with radiotracer con-
taining multi-emission-peak isotope and acquires data in LM format. While the isotope 
distribution is continuous, for this reconstruction problem, we represent the isotope dis-
tribution in a voxelized grid space, denoted by a Q-dimensional vector � . Let �q denote 
the activity at the qth voxel. The isotope emits photons at multiple emission energies. 
Denote the probability for a decay to result in an emitted photon having a specific energy 
Ew
0  by αw and the total number of emission energies by W.
Next, consider that the SPECT system acquires data for a fixed scan time (preset-

time system) (the proposed analysis can easily be extended to a preset-count system). 
In the measurement time T, denote the number of LM events detected by J. For each 
event, the position of interaction of the photon with the crystal, the energy depos-
ited by the event at the interaction site, and the detector angle are recorded. Denote 
the true and estimated attributes of an event j as the vectors Aj and Âj , respectively. 
Thus, the observed data measurements consist of the set of measured attribute vec-
tors Â = {Âj , j = 1, 2, . . . J } and the number of detected events J, collected over a broad 
energy spectrum. Given this setting, the reconstruction problem is to estimate � given 
the measured data Â.
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Likelihood of list‑mode data using path‑based formalism

To derive the likelihood of the measured data, we note that the J detected events are 
all independent. Thus, the likelihood of the measured LM data is given by

where Pr(.) and pr(.) denote the probabilities of discrete and continuous random vari-
ables, respectively. For a preset time T, J is Poisson distributed. We denote the mean rate 
of detected photons in the SPECT system as β , so the probability of the detected number 
of events is given by

Next, we need to obtain an expression for the term pr(Âj|�) , i.e., the probability of 
detecting the jth LM event given � . Due to the complexity in physically modeling the 
detection of a LM event, obtaining an analytical expression for this term is challenging. 
To address this issue, note that each LM event is the result of a photon being emitted 
from a certain location, traveling in a certain direction, in some cases, scattering at cer-
tain locations, and finally being incident on the detector. In other words, any LM event 
is the result of a photon traversing a particular path before being detected (Fig. 2). Thus, 
we can decompose the probability of an event as a mixture model over all possible paths 
[27, 29]. To formalize this mathematically, let pr(Âj|P,Ew

0 ) denote the probability that the 
jth event is detected given that the event was the result of a photon being emitted at an 
energy Ew

0  and traversed a particular path P . Let Pr(P,Ew
0 |�) denote the probability that a 

photon is emitted at energy Ew
0  and follows a path P . Based on the path-based decompo-

sition, we can write the probability of a LM event as the following mixture model:

The expression for the term pr(Âj|P,Ew
0 ) was calculated based on the energy and posi-

tion resolution of the detector [27, 29]. In the following sections, we provide a brief 
description for deriving the expression for the term Pr(P,Ew

0 |�) and the log-likelihood 
of the observed LM data. The term Pr(P,Ew

0 |�) expresses the probability of detecting a 
photon transferred through a path and thus reflects the physical model used by the path-
based approach.

Expression for the probability of detecting a photon transferred through a path

The term Pr(P,Ew
0 |�) denotes the probability to detect a photon that is transferred 

through the path P when the emission energy is Ew
0  . More specifically, this term is 

the ratio of mean rate of photons incident on detector through the considered path 

(1)

pr(Â, J |�) = Pr(J |�)pr(Â|�)

= Pr(J |�)
J

j=1

pr(Âj|�),

(2)Pr(J |�) = (βT )
J

J ! exp(−βT ).

(3)pr(Âj|�) =
W
∑

w=1

∑

P

pr(Âj|P,Ew
0 )Pr(P,E

w
0 |�).
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P with emission energy Ew
0  to mean rate of photons incident on detector [27, 29–31]. 

Following a similar approach as in [27, 29–31], we can derive that

where �E(P,Ew
0 ) denotes the rate of photon emission at energy Ew

0  in the voxel from 
which the path P originates, and s(P,Ew

0 ) denotes the sensitivity of the detector for pho-
tons emitted at energy Ew

0  and traversing the path P . Consider that the path P describes 
the trajectory of photons that are emitted from location r0 with energy Ew

0  , scatter n 
times at locations r1, . . . , rn , and get detected at the location rd (Fig.  2). Denote the 
energy of the photon after each of these scattering events by Ew

1 , . . . ,E
w
n  , respectively. 

Then the expression for s(P,Ew
0 ) is given by [27, 29]

(4)Pr(P,Ew
0 |�) =

�E(P,E
w
0 )s(P,E

w
0 )

∑W
w=1

∑

P′ �E(P
′,Ew

0 )s(P
′,Ew

0 )
,

(5)

s(P,Ew
0 ) =

��

4π
exp

{

−γ (r0, r1,E
w
0 )− . . .− γ (rn, rd ,E

w
n )

}

× t(rn, θkn)

n
∏

m=1

�qm(Srm−1,km−1
)

×
n
∏

m=1

K (θkm−1
, θkm ,E

w
m−1|rm),

Fig. 2 a A schematic illustrating the concept of path. Here, P0 denotes a path where emitted photon is not 
scattered or absorbed within the field of view. P1 denotes a path where emitted photon is scattered once and 
P2 denotes a path where emitted photon is scattered twice. b A schematic describing the various notations 
used to describe a path. At each emission or scattering location, (rm , Ewm , θkm ) denotes the location of emission 
or scatter, energy at the emission or after scatter and the outgoing direction of the photon, respectively. The 
notation of each subpath is also demonstrated in the schematic
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where, the term γ (ru, rv ,Ei) denotes the path integral between locations ru and rv at the 
energy Ei , and is given by

where µ(r,E) denotes the attenuation coefficient at the location r and energy E. Further, 
the term Sru,kv in Eq. (5) denotes a discretized subpath within the path P and describes 
the unit of space where radiation propagates between one scatter voxel to another. Each 
subpath Sru,kv is a right-angular cone with a solid angle �� that has its apex located at 
the location ru and its axis at an angular direction θkv [27]. The term t(rn, θkn) denotes 
the sensitivity of the collimator for a photon emitted or scattered from the location rn 
and traversed along the direction θkn . The term �qm(Sru,kv ) denotes the intersection 
length of a voxel qm with axis of the subpath Sru,kv , where the voxel qm contains the scat-
tering location rm . The term K (θu, θv ,Ei|r j) denotes the differential scattering cross sec-
tion at the location r j with incoming direction θu and outgoing direction θv for a photon 
with energy Ei before scattering. This term can be calculated using the Klein–Nishina 
formula [32]. For simplicity, we assume that the sub-paths always start from center of 
the voxels. We also assume that the attenuation coefficient and the energy have piece-
wise-linear relationship.

Next, note that the denominator in Eq. (4) represents the mean rate of detected pho-
tons, so that

Expression for the log‑likelihood

Using Eqs. (1)–(4) and (7), we can write the log-likelihood of observed LM data as

Expectation‑maximization (EM) algorithm

To estimate � using a maximum-likelihood approach, we need to differentiate the log-
likelihood expression in Eq.  (8), which is challenging. Here, we take advantage of the 
fact that every detected LM event follows a certain path. While we do not know the path 
that the photon has taken, this fact lends this problem to an expectation-maximization 
(EM)-based solution. Advancing on the treatment in Shepp et al [33], Lange et al [34], 
Parra and Barrett [35] and Khurd et al [36], we first define a hidden variable zj,P,w for 
each event and each path, where

(6)γ (ru, rv ,Ei) =
∫ |ru−rv |

0
µ

(

ru − t
ru − rv

|ru − rv|
,Ei

)

dt,

(7)β =
W
∑

w=1

∑

P

�E(P,E
w
0 )s(P,E

w
0 ).

(8)

L(�|Â, J ) =
J

∑

j=1

log

(

W
∑

w=1

∑

P

pr(Âj|P,Ew
0 )�E(P,E

w
0 )s(P,E

w
0 )

)

+ J log(T )− T

W
∑

w=1

∑

P

�E(P,E
w
0 )s(P,E

w
0 )− log J !.
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Thus, for each event j, we can define a hidden vector zj where each element of this vec-
tor indicates a unique path P and a unique emission energy Ew

0  . Because an event can-
not traverse more than one path, only one of the elements of the vector zj will be 1. The 
observed LM data, in conjunction with this hidden vector zj , form the complete data. 
The likelihood of this complete data is given by

where in the third step, we have used the fact that the J LM events are independent, 
and in the fourth step, we use the chain rule of probability. Next, using the path-based 
decomposition (Eq. 3) and the properties of zj (Eq. 9), we obtain

In the second step, we have used the definition of zj,P,w . In transitioning from the sec-
ond to the third step, we have used the fact that zj,P,w is 1 for a specific path and emis-
sion energy, and 0 otherwise. Thus, the summation can be replaced by a multiplication. 
Similarly,

following the same rationale as used while deriving Eq.  (11). Inserting the expressions 
derived in Eqs. (11) and (12) into Eq. (10), taking the logarithm of the likelihood, insert-
ing the expressions from Eqs. (2) to (4) for Pr(J |�) and Pr(P,Ew

0 |�) , respectively, and then 
finally inserting the expression for β from Eq. (7), we derive the complete data log-likeli-
hood as

(9)zj,P,w =
{

1, if event j had an emission energy of Ew
0 and took the pathP.

0, otherwise.

(10)

LC(�|{Âj , zj; j = 1, . . . J }, J )
= pr({Âj , zj; j = 1, . . . J }, J |�)

= Pr(J |�)
J
∏

j=1

pr(Âj , zj|�)

= Pr(J |�)
J
∏

j=1

pr(Âj|zj , �)Pr(zj|�),

(11)

pr(Âj|zj , �) =
W
∑

w=1

∑

P

pr(Âj|P,Ew
0 )Pr(P,E

w
0 |zj , �)

=
W
∑

w=1

∑

P

zj,P,wpr(Âj|P,Ew
0 ) =

W
∏

w=1

∏

P

pr(Âj|P,Ew
0 )

zj,P,w .

(12)

Pr(zj|�) =
W
∑

w=1

∑

P

Pr(zj|P,Ew
0 )Pr(P,E

w
0 |�)

=
W
∑

w=1

∑

P

zj,P,w Pr(P,Ew
0 |�) =

W
∏

w=1

∏

P

Pr(P,Ew
0 |�)zj,P,w ,
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In the expectation (E) step, we take the expectation of the log-likelihood conditioned 
on observed data. Since the expression is linearly related to zj,P,w , this is equivalent to 
replacing zj,P,w in Eq.  (13) with its expected value conditioned on the observed data, 
denoted by z̄j,P,w . Then, the conditional expectation of the complete data log-likelihood 
is given by

Let �(P) denote the activity in the voxel from which the path P originates. Thus, 
�E(P,E

w
0 ) = αw�(P) . In the maximization (M) step, we take the derivative of the log-like-

lihood (Eq. 14) with respect to �q . Setting that to zero yields

where Pq denotes the set of paths that start from voxel q. This yields the following itera-
tive update equation at the (i + 1) th iteration:

where

In deriving z̄(i+1)
j,P,w  , we have used the fact that zj,P,w can take values of either 0 or 1. Intui-

tively, the numerator in Eq. (16) represents the expected number of detected events orig-
inating from voxel q. The denominator represents the sensitivity of the system at voxel q 
multiplied with the scan time period T. Thus, the right side of the equation represents 
the activity at voxel q.

(13)

LC (�|{Âj , zj; j = 1, . . . J }, J ) =
J

∑

j=1

[

W
∑

w=1

∑

P

zj,P,w

{

log pr(Âj |P,Ew
0 )+ log �E (P,E

w
0 )+ log s(P,Ew

0 )

}

]

+ J log T − T

W
∑

w=1

∑

P

�E (P,E
w
0 )s(P,E

w
0 )− log J !.

(14)

L̄C =
J

∑

j=1

[

W
∑

w=1

∑

P

z̄j,P,w

{

log pr(Âj|P,Ew
0 )+ log �E(P,E

w
0 )+ log s(P,Ew

0 )

}

]

+ J log T − T

W
∑

w=1

∑

P

�E(P,E
w
0 )s(P,E

w
0 )− log J !.

(15)0 = 1

�q

J
∑

j=1

W
∑

w=1

∑

Pq

z̄j,Pq ,w − T

W
∑

w=1

αw

∑

Pq

s(Pq ,E
w
0 ),

(16)�
(i+1)
q =

∑J
j=1

∑W
w=1

∑

Pq
z̄
(i+1)
j,Pq ,w

T
∑W

w=1 αw
∑

Pq
s(Pq ,E

w
0 )

,

(17)

z̄
(i+1)
j,P,w = Pr

(

P,Ew
0 |Âj , �

(i)
)

= pr(Âj|P,Ew
0 )Pr(P,E

w
0 |�(i))

∑W
w=1

∑

P′ pr(Âj|P′,Ew
0 )Pr(P

′,Ew
0 |�(i))

.
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List‑mode ordered‑subsets expectation‑maximization algorithm (LM‑OSEM)

The iterative process described by Eq.  (16) is computationally intensive, especially as 
the numerator in Eq. (16) is challenging to compute. To improve the computational effi-
ciency, we develop an ordered-subsets (OS) approach advancing on the treatment in 
Hudson et al [37] and Khurd et al [36].

The ordered subsets are formed based on the angle of detection of the LM events. 
Denote Sjs as the subset of events that are acquired in detection angles defined by the sth 
subset. Denote SPs  as the subset of paths that can result in events that can be detected in 
angles defined by the sth subset. Denote the number of subsets and iterations by Ns and 
Ng , respectively. Then the update equation for the sth subset and the (i + 1) th iteration 
is given by

where

where in the second step, we used Eq. (4) and where η is a 2-D vector, the first element 
of which denotes the iteration number and the second element denotes the subset index. 
Let �0 denote the initial activity map input to the proposed iterative procedure. Then

In Eq.  (19), we have used the fact that pr(Âj|P,Ew
0 ) = 0 when j ∈ S

j
s and P /∈ SPs  while 

expressing the denominator.
An asymptotic analysis of the computational requirements of the LM-OSEM algo-

rithm is given in Appendix B.

GPU‑based implementation of the LM‑OSEM algorithm

To further improve the computational efficiency of the algorithm, we implemented it 
on multiple graphics processing units (GPUs). Pseudo-code for the algorithm is given 
in Algorithm  1 within Appendix A, with a more detailed description in Appendix C. 
The proposed MEW-LM-OSEM reconstruction method was implemented on a system 
with an Intel Xeon processor and four NVIDIA TESLA V100 GPUs, each with 32GB of 
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RAM. Note that the implemented algorithm can perform reconstruction on any arbi-
trary number of GPUs available on the system.

Evaluation of the proposed method
We evaluated the proposed method on the task of estimating activity uptake within a 
defined region in the context of a simplified 223Ra-based α-RPT SPECT setup. This eval-
uation requires an experimental setup where the ground truth uptake is known. Given 
this need, we designed this to be a simulation study where we imaged a synthetic phan-
tom containing uptake of the 223Ra . Since the method is highly computationally inten-
sive even after GPU acceleration, we restrict these studies to 2D, and model only one 
degree of scatter. The overall goal of the evaluation study was to assess whether the pro-
posed method can yield improved quantification performance in this 2D setting. If so, 
this would motivate implementation of this method for more realistic 3D settings. We 
first describe the components of our evaluation study.

Overall evaluation framework

Synthetic phantom model

The synthetic activity phantom (Fig.  3a) was elliptical with major and minor radii of 
11 cm and 9 cm, respectively. The phantom had four circular regions, with radii 7 mm, 
10  mm, 12  mm and 14  mm. Each region was centered symmetrically with respect to 
the center of rotation of the imaging system. These circular regions served as the sig-
nals, simulating tumors in a patient. The activity inside the circular regions was fixed. 
We chose the small circular regions with radii 7 mm and 10 mm to evaluate the quantifi-
cation performance for regions that are close to the SPECT system resolution. To simu-
late patient variability, background activity was modeled as a stochastic clustered lumpy 
model [38]. The signal-to-background ratios (SBRs) in the circular regions were assigned 
to be 2:1, 4:1, and 6:1 in different experiments. The attenuation map of the phantom was 
modeled as in Fig. 3b, consisting of a rim and an inner region with attenuation coeffi-
cients of 0.21 cm−1 and 0.18 cm−1 , respectively, at 85 keV. In choosing these two attenu-
ation coefficients, the material composition was set to water and the density varied. To 
model the energy dependence of the attenuation coefficient, we assumed a piecewise-
linear relationship between attenuation coefficient and energy. More specifically, we 

Fig. 3 For the synthetic phantom, a a realization of the activity distribution and b the attenuation 
distribution
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assumed a bilinear curve to approximate the energy dependence. The slope of the curve 
was determined using the attenuation coefficient of water at different energy values. 
This bilinear assumption is approximately satisfied over the wide energy spectrum of 
radium-223 isotope considered in this evaluation study.

SPECT simulation

We simulated a 2-D SPECT system with a geometry similar to the GE Optima NM/CT 
640 SPECT/CT system. Medium-energy general-purpose parallel-hole (MEGP) col-
limator was selected for this study with specifications similar to the MEGP collimator 
used in the above-mentioned GE scanner. The isotope was considered to be 223Ra , which 
emitted photons at the energy values 81.1 keV, 83.8 keV, 95 keV, 144 keV, 155 keV and 
270 keV with probabilities according to [39]. A NaI scintillation detector was simulated, 
with an intrinsic position resolution of 4 mm. The overall system resolution was 9.8 mm 
at 10  cm depth. The energy resolution of the detector was set to 10% FWHM at 140 
keV and was assumed to have an energy dependence proportional to the inverse of the 
square root of the energy value [40]. We used a previously validated MC code [27] to 
generate LM events that had scattered at most once. The LM data were acquired in 120 
evenly spaced fixed angular positions over 360◦ . A circular field-of-view with a 30 cm 
diameter was considered. The LM data for each detected event contained the measured 
position of the interaction in the detector, the energy deposited in the detector element, 
and the angle of acquisition. We set the acquisition time to generate approximately 
5× 103 events in the energy window spanning from 68 to 102 keV. This count consti-
tutes approximately 50% of the total counts acquired in all three energy windows in the 
ranges of 68–102 keV, 123–184 keV and 243–297 keV.

Procedure to perform quantification task

The method was applied to the LM data generated using our simulated SPECT system. 
The reconstruction method was executed with four subsets and 16 iterations, because 
it was observed that for this configuration, the estimated activity in the circular regions 
almost converged. The reconstruction was performed over a 64 × 64 grid, with a pixel 
size of 4.6 mm. In the reconstruction, first-order scatter was modeled. From the recon-
structed activity image, we estimated the activities in the different circular regions by 
taking the sum of the activity in the different voxels within each region of interest.

These experiments were conducted over multiple realizations. For the synthetic phan-
tom, in each realization, a different statistical sample of the object background was con-
sidered, thus simulating patient variability. Further, for each object realization, the LM 
data were generated multiple times independently, thus modeling variability introduced 
by system noise.

Figure of merit for evaluation

The reliability (accuracy and precision) of the estimated uptake in the circular region 
was quantified using the ensemble normalized root mean square error (ENRMSE). This 
metric was chosen as it quantifies both accuracy and precision. Let S denote the number 
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of object realizations, N denotes the number of noise realizations, ysk denotes the true 
activity uptake inside the kth circular region for sth object realization, and ŷnsk denotes 
the estimated activity uptake in the kth circular region of the nth noise realization and 
sth object realization. The ENRMSE of the estimated uptake in kth circular region was 
computed as

We also computed the ensemble normalized bias for quantifying the accuracy of the 
proposed method on the task of estimating circular-region uptake. The ensemble nor-
malized bias of the estimated uptake in kth circular region was computed as

To quantify precision, we computed the ensemble normalized standard deviation, which 
was computed for the kth region as follows:

Experiments

Agreement between path‑based modeling approach and MC simulation

To evaluate the accuracy of the path-based modeling approach (“Method: theory and 
implementation” section) in the context of modeling LM acquisition of 2-D SPECT of 
α-RPTs within a multi-energy window setup in a single-scatter setting, we assessed the 
agreement between this modeling approach with a corresponding MC-based simulation. 
To perform the MC-based simulation, we used an in-house MC software [27] modified 
for α-RPT SPECT.

For this evaluation study, we used the activity and attenuation phantom described in 
“Synthetic phantom model” section. In the activity phantom, the SBR value of each of 
the circular regions was set at 4:1. Using this MC software, we determined the num-
ber of detected events that originated from a specific pixel, had a fixed emission energy, 
and had scattered at most once. In the MC process, single-order scatter was modeled 
using Klein–Nishina formula normalized to a 2-D plane. The MC software simulated 
the SPECT system described in “SPECT simulation” section. We generated ∼ 8× 104 
counts through this MC process. This number of counts is  10x counts compared to the 
counts acquired in a typical α-RPT SPECT protocol because we needed to approximate 
the sensitivity of each pixel. We describe this evaluation study in more detail in the next 
paragraph. Note that, in later experiments, we acquired counts typically seen in α-RPT 
protocol to simulate true low-count setting. The MC-generated data were collected in 
three energy windows in the ranges of 68–102 keV, 123–184 keV and 243–297 keV. More 
details of the energy window configurations are discussed later in this section.
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Using the MC software-based measurements, we generated a sensitivity map where 
each pixel in the sensitivity map denoted the number of detected LM events (unscat-
tered and first-order scatter) that originated from that pixel and with the considered 
emission energy. Thus, six sensitivity maps were generated corresponding to each of the 
six emission energies as mentioned in “SPECT simulation” section. Then, we used the 
proposed path-based modeling to generate the corresponding sensitivity map for each 
emission energy. We compared the sensitivity map generated from MC simulation and 
path-based modeling to evaluate the agreement between these approaches.

Evaluating performance for different circular‑region sizes

Using the simulation setup as described in “Overall evaluation framework” section, we 
evaluated the performance of the proposed approach on the task of estimating activity 
uptake within different-sized regions. For these experiments, we set the SBR of each of 
the circular regions in the synthetic phantom at 4:1. The proposed method uses data 
from multiple energy windows. Specifically, we considered three non-overlapping energy 
windows in the ranges of 68–102 keV, 123–184 keV and 243–297 keV. We denote these 
energy windows by EW1(PP), EW2(PP) and EW3(PP), respectively. The PP stands for 
photopeak and is named such since the energy window encompasses an emission peak. 
We denote the multiple energy window (MEW) configuration of our proposed method 
by EW1 + EW2 + EW3(PP).

We compared the proposed method to a method where only a single energy window 
was used (LM-SEW). This method used only the measurements acquired in EW1(PP). 
Conducting this experiment evaluated the efficacy of using multiple energy windows. 
We also compared the proposed approach to a more conventional reconstruction 
method where energy attribute was binned and only data from EW1(PP) was considered 
(Binned-SEW), similar to multiple other previous studies [8, 11, 13, 15]. This comparison 
study, in addition to evaluating performance against a more traditional reconstruction 
approach, also evaluated the efficacy of using energy attribute in LM format. To imple-
ment this method, all LM events within EW1(PP) were assigned the fixed energy value 
of 85 keV. The position attribute was not binned to ensure that we could specifically 
study the impact of binning the energy attribute. These data were then reconstructed 
using the proposed reconstruction approach.

Both the LM-SEW and Binned-SEW approaches were OSEM-based methods that 
were implemented as special cases of the proposed method and compensated for attenu-
ation, first-order scatter and collimator-detector response. The similarity in implementa-
tion was to ensure that the comparison study was rigorous and specifically studied the 
impacts of using multiple energy windows and binning of the energy window.

Evaluating performance as a function of contrast of the circular region

In these studies, we varied the activity in the circular regions in the synthetic phantom. 
The mean value of the SBR was assigned to one of three ratios: 2:1, 4:1, or 6:1. Follow-
ing the experimental setup as described in “Overall evaluation framework” section, we 
evaluated the performance of the proposed method on the task of estimating activity 
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uptake in the circular regions. For this experiment, we used the MEW configuration that 
uses all three energy windows.

Results
Agreement between path‑based modeling approach and MC simulation

Figure 4 shows the sensitivity maps obtained with the MC simulation and the proposed 
path-based modeling approach for the six different emission energies. The normalized 
difference between these two methods is also shown. The mean normalized difference 
between the sensitivities obtained with the methods was close to 2.5% over all emission 
energies. This provides evidence that the proposed path-based formalism was yielding 
an accurate modeling of the considered 2-D SPECT system imaging an isotope with 
multiple emission peaks and with at most single-order scatter.

Evaluating performance for different circular‑region sizes

Figure  5 shows the ensemble normalized bias, ensemble normalized standard devia-
tion and ENRMSE as a function of circular-region radius for the proposed LM-MEW 
method, LM-SEW method, and Binned-SEW method. We observe that the ENRMSE 

Fig. 4 Sensitivity images generated from MC, path-based modeling (Analytical) and normalized difference 
between these two methods. Images in each column indicate a fixed emitted energy value. The energy 
values are 81.1, 83.8, 95, 144, 154 and 270 keV in order. To calculate the sensitivity image, we consider all the 
energy windows [EW1+EW2+EW3(PP)]. The normalized difference map denotes the absolute error in counts 
normalized by the counts in MC simulation. Thus, the map signifies the relative difference with reference to 
MC simulated sensitivity map

Fig. 5 a Ensemble normalized bias, b ensemble normalized standard deviation and c ENRMSE as a function 
of circular-region radius for proposed LM-MEW method, LM-SEW method and Binned-SEW method
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and ensemble normalized bias between true and estimated uptake are lower for the pro-
posed LM-MEW method compared to the more traditional LM-SEW and Binned-SEW 
methods. Moreover, we observe that the ensemble normalized standard deviation value 
is lower for the proposed LM-MEW method compared to the LM-SEW and Binned-
SEW methods. We also observe, in general, that as the circular-region radius increases, 
ensemble normalized bias, ensemble normalized standard deviation and ENRMSE 
decrease for all the methods.

Evaluating performance as a function of contrast of the circular region

The ensemble normalized bias, ensemble normalized standard deviation and ENRMSE 
as a function of SBR and circular-region radius for the proposed method are shown in 
Fig. 6. In general, as the SBR increases, the ENRMSE and ensemble normalized stand-
ard deviation values decrease. Similar to all the previous results, ensemble normalized 
bias, ensemble normalized standard deviation and ENRMSE decrease in general as the 
circular-region radius increases.

Discussion
In this manuscript, being motivated by the problem of performing quantitative 
SPECT for α-RPTs, we proposed a low-count LM-MEW SPECT reconstruction 
method where the isotopes have multiple emission peaks. The method uses data in 
LM format and multiple energy windows, including the energy attribute. The method 
models relevant image-degrading processes in SPECT, including attenuation, scatter, 
and collimator-detector response. We evaluated the method on the task of estimating 
activity uptake within known circular regions of a 2-D phantom for a 223Ra-based α
-RPT setup being imaged by 2-D SPECT system within a single-scatter simulation 
setting. The results in Fig. 5 provide evidence that the proposed method outperforms 
strategies that only use single energy window or bin the energy attribute into a single 
window. Our results suggest that the inclusion of photons in LM format and using 
photons from multiple energy windows may result in an improvement in quantifica-
tion performance.

Fig. 6 a Ensemble normalized bias, b ensemble normalized standard deviation and c ENRMSE as a function 
of circular-region radius for different SBR values with the proposed method
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In the results of Fig. 5, we observe that including data from multiple energy win-
dows yielded improved estimation of activity uptake in circular regions of all consid-
ered sizes. This indicates the use of photons in multiple energy windows is beneficial 
for quantifying the activity uptake in regions with different sizes. By including more 
energy windows, we used more of the detected photons, leading to an increased 
effective system sensitivity. Our result shows that this increased effective sensitivity 
translates to an improvement in the quantification task. This increase in sensitivity is 
important in the context of SPECT with α-RPTs, considering the low count levels in 
those imaging applications. Further, we observe that the bias in the estimated activity 
decreased significantly (Fig. 5) when multiple energy windows were used. We hypoth-
esize that the reduction in bias is because the inverse problem is less ill-posed when 
using increased number of measurements from multiple energy windows.

Results in Fig.  5a demonstrated that for the SEW configuration, processing the 
energy attribute in LM format led to a reduction in the ensemble normalized bias of 
estimated uptake as compared to binned format. It is known that binning attributes 
leads to loss of information [22]. Our results show that the added information gained 
by processing data in LM format also translates to an improvement in performance 
on quantification tasks. Previous studies have shown that binning the position and 
angular attribute leads to an increase in bias for the task of absolute quantification in 
a region of interest [21]. In this study, we continue to observe a similar finding even 
for the binning of energy attribute. However, we do observe in Fig.  5b that, for the 
SEW configuration, processing data in LM format leads to higher ensemble normal-
ized standard deviation compared to binned format. A similar observation was found 
in the study conducted by Jha et al [21] where the angle of detection was binned. The 
lower precision could be attributed to the fact that the experiments are conducted in 
a low-count setting [21]. However, despite that, when taking both accuracy and preci-
sion into account (Fig. 5c), we observe that LM format leads to lower ENRMSE value 
compared to binned format.

Fig. 7 The distribution of normalized error in the estimated uptake as a function of SBR values for the 
circular-region radius of a 14 mm, b 12 mm, c 10 mm and d 7 mm. The normalized error for the kth circular 

region, nth noise realization and sth object realization was computed by: 
ŷnsk − ysk

ysk
 . The distributions were 

generated by kernel estimator
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The performance of the proposed method on the quantification task was observed 
to depend on the size of the circular region and the SBR value. Figure  6 shows that 
an increase in the circular-region size resulted in a decrease in the ENRMSE value 
of the estimated uptake. This is an expected finding since as the circular-region size 
increases, the impact of the limited spatial resolution and resultant partial volume 
effects (PVEs) on quantification performance is known to decrease. Another expected 
finding was that, in general, an increase in the SBR value caused the ENRMSE value 
to decrease. We also observe from Fig. 6a that a decrease in SBR values resulted in a 
decrease in bias. This is consistent with observations in a study by Cloquet et al [41] 
that looked at the bias in estimating mean uptake at different SBR settings. We con-
ducted further analysis to understand this effect, where we looked at the distribution 
of the normalized error between the true and estimated uptake values over multiple 
experimental realizations. Results from this analysis (Fig.  7) show that in a low-SBR 
setting, the estimated uptake in the circular regions was both below and above the true 
uptake in different experimental realizations whereas for higher SBR, the estimated 
activity was mostly below the true uptake. This resulted in a lower bias in low-SBR 
setting.

Our method was motivated by the goal of performing quantitative SPECT for α-RPT. 
In this context, recently, a projection-domain quantification method, referred to as 
LC-QSPECT, has been proposed specifically for α-RPT SPECT [13]. The LC-QSPECT 
method estimates the activity in regions of interest directly from the projection data, 
skipping the reconstruction step. In contrast, the proposed method first performs a 
voxel-based reconstruction, followed by estimating activity from the reconstructed 
images. The LC-QSPECT method cannot represent heterogeneous structures within 
each region whereas the proposed method has the potential to represent such structures 
by virtue of being a reconstruction-based approach. Further, the proposed method oper-
ates directly with LM data, unlike the LC-QSPECT method that operates with binned 
data. Finally, the proposed method provides a mechanism to perform reconstruction 
in multi-energy window setting, while the LC-QSPECT method uses a single energy 
window.

In this manuscript, we demonstrated the evaluation of the method in the context of 
imaging radium-223-based α-RPT. However, the method is general and can be adapted 
to imaging other α-particle emitting isotopes. Further, the method can also be applied 
to other SPECT isotopes, and is especially relevant for isotopes with multiple emission 
peaks. The method can also be used to process data from the scatter window, which may 
help improve performance on quantification tasks [18, 19, 24].

In this manuscript, we advance upon the previously proposed path-based formalism to 
account for multiple emission peaks associated with applications including 223Ra-based 
α-RPT SPECT. The path-based formalism enables developing the proposed reconstruc-
tion approach in the LM-MEW method while also explicitly accounting for the energy 
attribute. Moreover, this formalism accounts for image-degrading processes in SPECT 
including the attenuation and scatter of photons, and depth-dependent collimator 
response. The formalism can also be considered for other reconstruction, quantification, 
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and image-quality evaluation methods, especially when using the energy attribute is 
desired.

While the theoretical formalism of the proposed method is in 3-D and can model 
any order of scatter, a main limitation of our evaluation study is that it was in 2-D 
and modeled only single-order of scatter. As mentioned earlier, these evaluations were 
proof-of-concept studies where our goal was to assess whether implementation of 
this method for more realistic 3-D settings would be beneficial. Our results provide 
supporting evidence for further development and evaluation of the reconstruction 
method to 3-D settings. A challenge in conducting these studies in 3-D is the high 
computational requirements. However, advances in parallel high-performance com-
puting solutions provide a mechanism to address these challenges. In Appendix D, a 
detailed analysis of the computational requirements needed for advancing the evalua-
tion study in 3-D multi-scatter setting is given. Another limitation of our evaluation is 
that our studies were conducted with digital phantoms. Advancing this method to 3-D 
will lay the platform to evaluate this method with physical phantom studies. Moreover, 
in our evaluation study, we considered six energy values for radium-223 isotope span-
ning from 81.1 to 270 keV. Radium-223 also has few higher emission peaks [42–44]. A 
future area of research is the inclusion of these higher-energy peaks while generating 
the LM data. Additionally, for α-RPT SPECT, stray-radiation-related noise is not negli-
gible, given the low number of photon counts [13]. Modeling this noise when perform-
ing the reconstruction operation with LM multi-energy window data is another area of 
future research.

Conclusion
Towards addressing the challenge of quantitative SPECT for α-particle radiophar-
maceutical therapies, we propose a low-count list-mode SPECT reconstruction 
method for isotopes with multiple emission peaks. The method incorporates data 
from the multiple energy windows in LM format, including the energy attribute 
of each event. The method was evaluated on the task of estimating mean activity 
within specific regions of interest in synthetic 2-D phantoms in a 2-D SPECT system 
within a single-scatter setup in the context of imaging the FDA-approved α-parti-
cle radiopharmaceutical [ 223Ra]RaCl2 . The proposed method was also compared to 
methods where only single energy window was used and where the energy of the 
acquired data was binned. The results demonstrated that the proposed method that 
uses data in LM format, including the energy attribute, and includes data from mul-
tiple energy windows, yielded improved quantification performance compared to the 
use of more traditional single energy window or binned-data-based methods. Over-
all, the results provide promising evidence that using LM data, including the energy 
attribute for each event, and using data from multiple energy windows can improve 
performance on quantification tasks. These results motivate further development 
and validation of the method for low-count quantitative SPECT applications, includ-
ing for α-particle RPTs.
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Appendix
A: Pseudo‑code for LM‑OSEM algorithm
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B: Asymptotic analysis of the 2‑D LM‑OSEM algorithm

In this section, we derive an expression for the computational complexity of the LM-
OSEM algorithm (Eq. 18). Denote the number of voxels in each slice as Q. In a given 
iteration, denote the number of voxels with non-zero activity, the number of defined 
paths that start from voxel q by Nnz and Nq

P
 , respectively. Further, let Nq

P,s denote the 
number of defined paths that start from voxel q and end in detector angles specified by 
subset s. Denote the number of events that belong to subset s by J2Ds  . From Eqs. (18) to 

(19), we observe that each iteration requires approximately 
Nnz
∑

q=1

[Nq
P,s + (N

q
P,s ∗ J2Ds )] com-

putations, assuming the cost of computing the denominator of Eq.  (18) is negligible. 
Thus, the complexity of the sth iteration is given by O(NnzJ

2D
s N̄P,s) , where N̄P,s is the 

mean of Nq
P,s over all voxels. Moreover, discretizing the 2-D orientation in NA samples 

and considering up to L orders of scatters, we obtain N̄P,s = O(NL
A

√
Q
L
) , where we used 

the fact that the computations related to the final scattering angles can be restricted to a 
constant set of angles because we know the detector angles for each event. Thus, the 
computational requirements of the sth sub-iteration become O(NnzJ

2D
s NL

A

√
Q
L
).

C: GPU implementation of the LM‑OSEM algorithm

Based on Eqs.  (18) and (19), at each iteration, we first compute the numerator of 
∑W

w=1

∑

Pq
z̄j,Pq ,w for j ∈ S

j
s and q = 0, . . .Nnz − 1 . Here, Nnz denotes the number of vox-

els having non-zero initial activity. To reduce computation time, the iteration was initial-
ized with zero outside the estimated phantom boundary. The phantom mask estimation 
was done by a binned OSEM reconstruction without scatter modeling, and a morpho-
logical dilation and erosion operation. To calculate the numerator of 

∑W
w=1

∑

Pq
z̄j,Pq ,w in 

parallel, the computation routine divided the computation of each voxel q within an 
individual GPU. Inside each GPU, for a fixed voxel q0 , the numerator of 
∑W

w=1

∑

Pq0
z̄j,Pq0 ,w for each LM event j in the subset was calculated in parallel. The 

denominator of 
∑W

w=1

∑

Pq
z̄j,Pq ,w is independent of q and can be calculated by summing 

the numerators of 
∑W

w=1

∑

Pq
z̄j,Pq ,w over all q. Then, we updated the activity value using 

Eq. (18).

D: Computational requirements for extending the LM‑OSEM algorithm for 3‑D

In this section, we provide details about the computational requirements needed to 
extend the evaluation study in 3-D multi-scatter setting. For this purpose, we use the 
asymptotic analysis of 2-D LM-OSEM algorithm, described in Appendix B, as the start-
ing point of the analysis. Denote S as the number of slices. We assume that to discretize 
the orientation in 3-D, we use NA samples in azimuthal direction (each slice) and NE 
samples in elevation direction. The number of voxels will be Q × S . Denote the number 
of events that belong to subset s by J3Ds  . Thus, as per the treatment provided in the 
Appendix B, the computational requirement of the sth sub-iteration becomes 
O(SNnzJ

3D
s NA

LNL
E (QS)

(L/3)
) . Thus, to advance the technique to 3-D in a single-scatter 

setting, the increase in computational requirement is of the order of O(
J3Ds
J2Ds

S(4/3)NE) . 

However, with careful optimization such as modeling scatter in lower resolution, we 
expect that the computation time could be decreased significantly. Thus, advancement 
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in the computational hardware should enable evaluation in 3-D in a single-scatter set-
ting. However, the addition of multi-scatter will increase the computation time expo-
nentially, which may be challenging to handle by short-term advances in parallel 
computing. In this context, computationally-efficient methods have been developed pre-
viously to approximate multiple scatters for binned PET [45, 46] and SPECT [47]. We 
expect that algorithms that could accurately approximate multi-scatter settings in LM-
SPECT may enable the implementation of this algorithm in 3-D multi-scatter setting 
with advances in parallel-computing hardware.
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